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MAIN PURPOSE MAIN PURPOSE ((22))

�� are parsimonious (in parameters) and easy to use,are parsimonious (in parameters) and easy to use,

�� directly generate time series at seasonal time scaledirectly generate time series at seasonal time scale,,

�� reproduce reproduce cyclostationaritycyclostationarity of the process and shortof the process and short--term memory at term memory at 

seasonal (lowerseasonal (lower--level) time scalelevel) time scale,,

�� preservepreserve the marginal distributions and longthe marginal distributions and long--term persistence at annual term persistence at annual 

(higher(higher--level) time scale. level) time scale. 

Our main purpose is to develop stochastic hydrological models thOur main purpose is to develop stochastic hydrological models that:at:

STATISTICAL PROPERTIES OF INTEREST AND STATISTICAL PROPERTIES OF INTEREST AND 

EXISTING STOCHASTIC MODELS (1)EXISTING STOCHASTIC MODELS (1)

Annual and Annual and overyearoveryear time scale:time scale:

�� annual expected value (of each location),annual expected value (of each location),

�� annual variance (of each location),annual variance (of each location),

�� annual annual skewnessskewness (of each location),(of each location),

�� overyear overyear scaling behaviour of each location scaling behaviour of each location 

(long(long--term persistence).term persistence).

Multivariate 

Cyclostationary

Stochastic models [e.g. 

MPAR(1)]

Multivariate Stationary 

Stochastic models [e.g. 

BMA, SMA]

�� seasonal expected values (of each location),seasonal expected values (of each location),

�� seasonal variances (of each location),seasonal variances (of each location),

�� seasonal seasonal skewness skewness (of each location),(of each location),

�� lag one lag one autocovariancesautocovariances among seasons of among seasons of 

the same location,the same location,

�� crosscross--covariancescovariances among locations of the among locations of the 

same season.same season.

SubSub--annual (seasonal) time scale:annual (seasonal) time scale:



STATISTICAL PROPERTIES OF INTEREST AND STATISTICAL PROPERTIES OF INTEREST AND 

EXISTING STOCHASTIC MODELS (2)EXISTING STOCHASTIC MODELS (2)

Till now, Till now, disaggregationdisaggregation techniques are the only way to produce time series which techniques are the only way to produce time series which 

are consistent with hydrological data at more than one time scalare consistent with hydrological data at more than one time scales (seasonal annual es (seasonal annual 

and and overyearoveryear).).

DisaggregationDisaggregation TechniquesTechniques

These techniques involve two or more stepsThese techniques involve two or more steps::

�� where in the first step annual series are generated,where in the first step annual series are generated,

�� which are subsequently disaggregated to finer scales.which are subsequently disaggregated to finer scales.

However, disaggregation:However, disaggregation:

�� involves several difficulties (e.g. in parameter estimation),involves several difficulties (e.g. in parameter estimation),

�� inaccuracies (e.g. inaccuracies (e.g. skewness skewness reproduction),reproduction),

�� and is a slow procedure.and is a slow procedure.

MOTIVATIONMOTIVATION

longlong--term persistenceterm persistence

shortshort--term memoryterm memory

cyclostationaritycyclostationarity

statistical properties in more than one time scalesstatistical properties in more than one time scales

There are no multivariate seasonal stochastic models of direct There are no multivariate seasonal stochastic models of direct 

sequential simulation, that simultaneously preserve:sequential simulation, that simultaneously preserve:

++

++

++



MPARSMAF MODELMPARSMAF MODEL (1)(1)

(Multivariate Periodic Autoregressive model with Symmetric Movin(Multivariate Periodic Autoregressive model with Symmetric Moving g 

Average Filter)Average Filter)

The MPASMAF model is based onThe MPASMAF model is based on::

�� the implementationthe implementation of an MPAR(1) model in addition to an SMA filter,of an MPAR(1) model in addition to an SMA filter,

�� a property of scaling stochastic processes,a property of scaling stochastic processes,

�� the short memory of anthe short memory of an MPAR(1) model.  MPAR(1) model.  

Property of scaling processesProperty of scaling processes

The sum of two (or more) stationary stochastic processes that haThe sum of two (or more) stationary stochastic processes that have the same ve the same 

Hurst coefficient, is a stationary stochastic process with HurstHurst coefficient, is a stationary stochastic process with Hurst coefficient equal to coefficient equal to 

the initial onethe initial one..

Short memory of anShort memory of an MPAR(1) modelMPAR(1) model

IfIf WWjj is an MPAR(1) is an MPAR(1) cyclostationarycyclostationary stochastic process with period stochastic process with period kk, , then for a then for a 

certain certain s s ((ss = 1, = 1, ……, , kk)) the stochastic process Wthe stochastic process W((jj--1)1)kk++ss ((jj== 1, 1, ……)) is stationary with is stationary with 

correlation that tends to zero ifcorrelation that tends to zero if kk tends totends to infinityinfinity. . 

MPARSMAF MODELMPARSMAF MODEL ((22))

But even if But even if k k is finite is finite ((ee..gg. . kk =12=12  monthly scalemonthly scale), ), the synthetic series of the synthetic series of 

the seasons (months) of anthe seasons (months) of an MPAR(1) model are,MPAR(1) model are, with high accuracy,with high accuracy, white white 

noise seriesnoise series..

Empirical autocorrelogram of the synthetic monthly series for the months 

of  October and June, generated by an MPAR(1) model
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MPARSMAF MODEL MPARSMAF MODEL (3)(3)

1.1. We produce synthetic time series in seasonalWe produce synthetic time series in seasonal (monthly(monthly) ) time scale using time scale using 

an MPAR(1) modelan MPAR(1) model
Wj=aj Wj-1+ bj Vj 

Wj = [Wj
1, Wj

2, …, Wj
n]T

cyclostationary stochastic 

process of location n, with 

period k

n �n periodically 

changing parameter 

matrices with period k

Vj = [Vj
1, Vj

2, …, Vj
n]T

cyclostationary stochastic process of 

location n with zero correlation in time j 
and among the locations, with unit 

variance. 

�l
(i-1)k+s = �

j=-q

q
  �l

|j| Wl
(i+j-1)k+s  ,  s = 1, …, k  and   l=1, 2, …, n 

2.2. We use the synthetic time series of each month and location, as We use the synthetic time series of each month and location, as 

uncorrelated in time white noise for an SMA model.uncorrelated in time white noise for an SMA model.

persistent stationary 

stochastic process of 

season s and location l number of SMA parameters

SMA parameters of location l

Model implementationModel implementation::

MPARSMAF MODEL MPARSMAF MODEL ((44))

Model implementation (continued)Model implementation (continued)::

�� The periodically changing parameter matrices The periodically changing parameter matrices aaj j and and bbjj ((j =j = 1, …, 1, …, kk) of ) of 

the MPAR(1) model can be estimated analytically.the MPAR(1) model can be estimated analytically.

�� The SMA parameters of each location The SMA parameters of each location l l ((l l = 1, …,= 1, …, nn) can be analytically ) can be analytically 

estimated using the power spectrum of a theoretical estimated using the power spectrum of a theoretical autocorrelogramautocorrelogram (e.g. (e.g. 

FGN FGN autocorrelogramautocorrelogram).).

Given that there is no need for optimisation of parameters, the Given that there is no need for optimisation of parameters, the model is:model is:



MPARSMAF MODEL MPARSMAF MODEL ((55))

�� seasonalseasonal ((k k =12=12 �� monthlymonthly) ) expected values of each locationexpected values of each location, , 

�� seasonalseasonal ((k k =12=12 �� monthlymonthly) ) variances of each locationvariances of each location,,

�� seasonalseasonal ((k k =12=12 �� monthlymonthly) ) skewness skewness coefficients of each locationcoefficients of each location,,

�� lag onelag one autocovariancesautocovariances of each location,of each location,

�� lag zero and lag one crosslag zero and lag one cross--covariancescovariances among locations, among locations, 

�� annual expected values (of all locations)annual expected values (of all locations),,

� overyear scaling behaviour (long term persistence) of each location.

Statistical properties preserved by MPARSMAF modelStatistical properties preserved by MPARSMAF model::

MPARSMAF MODEL MPARSMAF MODEL ((66))

How does MPASMAF model work?How does MPASMAF model work?

TheThe SMASMA filter assigns a periodical (twelvemonth) shift in the seasonal filter assigns a periodical (twelvemonth) shift in the seasonal 

autocorrelogramautocorrelogram produced by an MPAR(1) model.produced by an MPAR(1) model.

Seasonal autocorrelations of month October with previous months, for 2 

independent synthetic series produced using MPAR(1) and MPARSMAF models.
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SPLITMODELSPLITMODEL (1)(1)

SplitmodelSplitmodel is a multivariate model reproducing is a multivariate model reproducing cyclostationaritycyclostationarity, short, short--term term 

memory and longmemory and long--term persistence, as a weighted sum of a stationary stochastic term persistence, as a weighted sum of a stationary stochastic 

process with long memory and a process with long memory and a cyclostationarycyclostationary stochastic process with short stochastic process with short 

memorymemory..

Xi
l = el

i Yi
l + Wi

l 

cyclostationary stochastic process 

of location l with period k (where k
is the number of seasons)

periodically changing parameter of 

location l with period k

stationary stochastic process of 

location l, with long memory

cyclostationary stochastic process 

of location l with period k 
preserving only 1st  order 

autocovariances (short memory)

The stochastic processes The stochastic processes �i
l (l = 1, …, n) can be described by an SMA model.

Yi
l
= �

j=-q

q
  �l

|j| Vl
i+j  

stationary stochastic 

process of location l

number of SMA parameters

SMA parameters of location l

stationary stochastic process 

uncorrelated in time i+j, but 

correlated among the locations l 
(l = 1, …, n), with unit variance

SPLITMODEL SPLITMODEL ((22))

�� The SMA parameters of each location The SMA parameters of each location l l ((l l = 1, …, = 1, …, nn)) can be estimated analytically can be estimated analytically 

using the power spectrum of the stochastic process using the power spectrum of the stochastic process �i
l (l = 1, …, n).

�� The vector VThe vector Vii==[[VVii
11, …, , …, VVii

nn]]TT ((nn is the number of locations) can be generated by is the number of locations) can be generated by 

the simple multivariate modelthe simple multivariate model

VVii = = b Hb Hii

n �n
parameter 

matrix

vector of n stationary stochastic processes, 

uncorrelated in time i and among the 

locations l, with unit variance.

Hi=[Hi
1, …, Hi

n]T

The stochastic processesThe stochastic processes WWii
ll ((l l = 1, …, = 1, …, nn)) can be described by a Multivariate can be described by a Multivariate 

Periodic Forward Moving Average Periodic Forward Moving Average ((MPFMA) modelMPFMA) model

Wi = 0fi Ri + 1fi Ri+1 + gi Gi 

n �n periodically changing 

parameter matrices with 

period k

vectors of n cyclostationary

stochastic processes, uncorrelated 

in time i and among the locations l, 
with unit variance.

Wi = [Wi
1, Wi

2, …, Wi
n]T

cyclostationary

stochastic process of 

location n, with period k

Gi=[Gi
1, …, Gi

n]T

Ri=[Ri
1, …, Ri

n]T



SPLITMODEL SPLITMODEL ((33))

�� The parameter matrix b, the periodically changing parameter matrThe parameter matrix b, the periodically changing parameter matricesices jjfi (j= 0, 1

and i = 1, …, k) and and gi (i = 1, …, k), as long as the statistical properties of the , as long as the statistical properties of the 

stochastic processes stochastic processes Hi
l (l = 1, …, n) and and Ri

l, Gi
l, (i = 1, …, k and l = 1, …, n) can be can be 

estimated using, once more, constrained gradient based estimated using, once more, constrained gradient based nonlinearnonlinear optimisation optimisation 

methods of real valued functions of vector variable.methods of real valued functions of vector variable.

�� To keep the number of To keep the number of autocovariancesautocovariances of the stochastic processes of the stochastic processes �i
l (l = 1, …, n) 

that need to be optimised as low as possible, we have developed that need to be optimised as low as possible, we have developed a fast and easy a fast and easy 

algorithm based on algorithm based on generalised inversiongeneralised inversion ((the resultant system needed to be solved, the resultant system needed to be solved, 

is linear and is linear and tridiagonaltridiagonal  Thomas algorithm).Thomas algorithm).

�� The objective functions needed for the optimisation proceduresThe objective functions needed for the optimisation procedures, , as well as the as well as the 

expressions of their derivatives, have been determined analyticaexpressions of their derivatives, have been determined analytically.lly.

�� The statistical properties of the stochastic processesThe statistical properties of the stochastic processes �i
l (l = 1, …, n) ��� Wi

l (i =1, …, 

k  and l = 1, …, n), can be estimated using constrained gradient based , can be estimated using constrained gradient based nonlinearnonlinear

optimisation methods of real valued functions of vector variableoptimisation methods of real valued functions of vector variable (e(e..gg. . conjugate conjugate 

gradient method in combination with the method of penaltiesgradient method in combination with the method of penalties).).

SPLITMODEL SPLITMODEL ((44))

SplitmodelSplitmodel implementation flow chart: implementation flow chart: 

Independent estimation of 

the statistical properties of 

the stochastic processes Yi
l

and Wi
l for each location l

(optimisation)

Extension of Yl
i

autocovariance sequence 

for each location l
(generalised inversion)

Parameter estimation of 

the MPFMA model 

(optimisation)

Time series 

generation

Estimation of SMA 

parameters for each 

location l
(analytical procedure)



SPLITMODEL SPLITMODEL ((55))

�� seasonalseasonal ((k k =12=12 �� monthlymonthly) ) expected values of each locationexpected values of each location, , 

�� seasonalseasonal ((k k =12=12 �� monthlymonthly) ) variances of each locationvariances of each location,,

�� seasonalseasonal ((k k =12=12 �� monthlymonthly) ) skewness skewness coefficients of each locationcoefficients of each location,,

�� lag onelag one autocovariancesautocovariances of each location,of each location,

�� lag zero crosslag zero cross--covariancescovariances among locations, among locations, 

�� annual expected values (of all locations)annual expected values (of all locations),,

�� annual variances (of all locations), annual variances (of all locations), 

� overyear scaling behaviour (long term persistence) of each location.

Statistical properties preserved by Statistical properties preserved by SplitmodelSplitmodel::

MODEL APPLICATIONMODEL APPLICATION ((11))

Application of Application of Splitmodel Splitmodel and MPARSMAF models to the reproduction of the and MPARSMAF models to the reproduction of the 

statistical properties of two correlated monthly time series: (1statistical properties of two correlated monthly time series: (1) monthly discharge ) monthly discharge 

of the river of the river ViotikosViotikos KifisosKifisos and (2) monthly rainfall at and (2) monthly rainfall at Aliartos pluviometricalAliartos pluviometrical

station (which belongs to station (which belongs to ViotikosViotikos KifisosKifisos hydrological basin).hydrological basin).

Monthly expected values of discharge time series Monthly expected values of rainfall time series
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MODEL APPLICATION MODEL APPLICATION ((22))

Monthly standard deviations of discharge time series Monthly standard deviations of rainfall time series

Monthly skewness coefficients of discharge time series Monthly skewness coefficients of rainfall time series
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MODEL APPLICATION MODEL APPLICATION ((33))

lag one autocorrelation coefficients of discharge time 

series

lag one autocorrelation coefficients of rainfall time 

series

lag zero cross-correlation coefficients of the two time series
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MODEL APPLICATION MODEL APPLICATION ((44))

Annual expected value of discharge time series Annual expected value of rainfall time series

Annual standard deviation of discharge time series Annual standard deviation of rainfall time series

0

50

100

150

200

250

m
m

His toric  S ample S plitmodel MP ARS MAF

0

100

200

300

400

500

600

700

m
m

His toric  S ample S plitmodel MP ARS MAF

Preserved Preserved

0

10

20

30

40

50

60

70

80

90

m
m

His toric S ample S plitmodel MP ARS MAF

0

20

40

60

80

100

120

140

160

180

m
m

His toric S ample S plitmodel MP ARS MAF

Approximated Approximated

Preserved Preserved

MODEL APPLICATION MODEL APPLICATION ((55))

Autocorrelogram of annual discharge time series Autocorrelogram of annual rainfall time series
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CONCLUSIONSCONCLUSIONS

�� are multivariate (very important for planning and design of are multivariate (very important for planning and design of 

hydrosystemshydrosystems),),

�� reproduce shortreproduce short--term memory and longterm memory and long--term persistence,term persistence,

�� preserve the statistical properties of hydrological data in morepreserve the statistical properties of hydrological data in more than one than one 

time scales (seasonal, annual and time scales (seasonal, annual and overyearoveryear),),

�� avoid the use of avoid the use of disaggregationdisaggregation..

Two Two cyclostationarycyclostationary stochastic models have been developed, that:stochastic models have been developed, that:

The models have been applied to real word The models have been applied to real word 

hydrological data with satisfactory resultshydrological data with satisfactory results

This presentation is available at:

www.itia.ntua.gr/e/docinfo/586/


