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Abstract 
 
A large variety of disaggregation methods that have appeared in hydrological literature and 
used in hydrological applications are reviewed with emphasis in rainfall modelling. The 
general-purpose stochastic disaggregation models, which have been used at several 
applications including rainfall modelling but at time scales not finer than monthly, are 
summarised. The specialised models for rainfall disaggregation, in particular at fine time 
scales, are examined in more detail. A special disaggregation technique, which, instead of 
using simultaneously both coarser and finer time scales in one mathematical expression, 
couples two independent stochastic models, one at each time scale, is further analysed. Two 
examples of implementing this technique to fine scale rainfall disaggregation are given. In the 
first case the implementation results in a single variate rainfall disaggregation model 
(Hyetos) based on the Bartlett-Lewis process. In the second case it results in a multivariate 
rainfall disaggregation model (MuDRain). These two implementations are demonstrated with 
results from real world applications. 

1. Introduction 
Very often a hydrological stochastic process must be studied in different time scales. 
Therefore, the problem arises of how to generate consistent time series both in a coarser, or 
higher-level, time scale and a finer, or lower-level, time scale. A trivial solution of this 
problem is to model the process in the lower-level time scale only, and then aggregate to 
derive the process in the higher-level time scale. However, there are reasons to avoid this 
solution and model the process in different time scales separately, each time focusing on 
different important statistical properties of the process. For instance, at the annual scale a 
model focuses on the long-term persistence properties of the process; at the monthly scale 
another type of model should describe periodicity and short-term memory of the process; and 
at the hourly time scale a model should describe intermittency (e.g. wet versus dry state) and 
fine-scale structure of the process.  
 In other cases, the higher-level process may be the output of a specialised model (e.g., a 
meteorological or climatological model) or known from measurements (e.g., daily rainfall 
measurements); apparently in such cases the aggregation approach cannot work, but rather 
disaggregation is needed. Specifically when dealing with rainfall, there is a large number of 
daily raingauges (pluviometres), which have often been operational for a few decades. 
However, the number of raingauges providing hourly or sub-hourly resolution data 
(pluviographs, rainfall sensors) is smaller by about an order of magnitude. This situation 
reflects a general relative paucity of rainfall data for time-scales of one hour or less, both in 
number of gauges and length of the recorded series. The need for hourly data for hydrological 
applications, especially in flood studies, suggests the use of appropriate techniques to refine 
the available daily information and provide the user with possible realisations of hourly 
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precipitation which aggregate up to the given daily data. Such techniques would provide a 
continuous simulation tool for use for design and management of hydrosystems.  
 This kind of problems is commonly tackled by disaggregation models. Several such 
models have been developed since the 1970s and utilised in numerous hydrological 
applications, including, among others, simulation of reservoir systems, either for design or 
operation purposes, storm and flood simulations, and even enhancement of hydrological data 
records. Some of the disaggregation models developed are general-purpose as they are not 
specific to a certain hydrological process or a certain application. General-purpose models, 
however, are not always applicable to the rainfall process, especially at fine time scales, due 
to certain peculiarities it exhibits. This triggered the development of specialised techniques 
for the rainfall process, whose study consisted a preferential field of disaggregation models. 
  Today, there is renewed interest in disaggregation methods as climate related issues (e.g. 
downscaling of climate change scenarios) have attracted the interest of many researchers. 
Usually, such scenarios are developed at a coarse time scale and there is a need to transform 
them into a finer scale. However, disaggregation is not identical to downscaling, as the latter 
aims at producing finer scale time series with the required statistics but that do not necessarily 
add up to any given coarse scale totals. Downscaling is in particular used for hydrological 
applications of general circulation models (GCM) output where the exact values of the large-
scale GCM totals are not considered particularly reliable. In both problem types, synthetic 
fine-scale series should reproduce the important statistical features of the related hydrological 
processes at this time scale. 
 This paper reviews a large variety of disaggregation models that have appeared in 
hydrological literature and used in hydrological applications. The general-purpose stochastic 
disaggregation models, which have been used at several applications including rainfall 
modelling but at time scales not finer than monthly, are summarised in section 2. The 
specialised models for rainfall disaggregation, in particular at fine time scales, are examined 
in section 3. A special disaggregation technique, which, instead of using simultaneously both 
coarser and finer time scales in one mathematical expression, couples two independent 
stochastic models, one at each time scale, is studied in section 4. Two examples of 
implementing this technique to fine scale rainfall disaggregation are given in sections 5 and 6. 
In the first case the implementation results in a single variate rainfall disaggregation model 
(Hyetos) based on the Bartlett-Lewis process. In the second case it results in a multivariate 
rainfall disaggregation model (MuDRain). The conclusions and discussion, including future 
challenges of rainfall disaggregation models are given in section 7. 

2. General-purpose stochastic disaggregation models 
Disaggregation models were introduced in hydrology by the pioneering work of Valencia and 
Schaake (1972, 1973). Their multivariate model generates sequences of lower-level values at 
many locations as linear combinations of the related higher-level values and independently 
generated random components. Let Zi := [Ζ i

1
, ..., Ζ i

 n
]T denote the vector of some hydrological 

quantities (e.g. rainfall, runoff, etc.), represented as discrete time stochastic processes, at n 
locations and at discrete higher-level time interval (e.g. year) i. Let also Xs := [Xs

1
, ..., X s

 n
]T 

represent the same quantities but at the lower-level time interval (e.g. month) s. The 
superscript T denotes the transpose of a vector or matrix and time indexes i and s have 
common origin, i.e., at the time origin i = 0 and s = 0. Generally, in this paper we use upper 
case letters for random variables, and lower case letters for values, parameters, or constants. 
Furthermore, we use bold letters for arrays or vectors, and regular letters for their elements.  
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 Higher- and lower-level time intervals will be referred to as periods and subperiods, 
respectively. Consistency of the processes at the two time scales requires that  

 ∑
s = (i – 1)k + 1

i k

  Xs = Zi (1) 

where k is the number of subperiods within each period (e.g., for annual and monthly higher- 
and lower-level time scales, k = 12). It is assumed that the annual series Zi are known (e.g. are 
given from measurement or are generated first). Then, according to Valencia and Schaake 
(1972, 1973), the series Xs can be generated from 

 X*
i  = a Zi + b Vi (2)  

where X*
i  is the vector containing all kn lower-level quantities of period i, i.e. 

 X*
i  := [XT

(i – 1)k + 1, …, XT
i k ]

T
  (3) 

whereas Vi is a vector of kn independent identically distributed random variates and a and b 
are matrices of parameters with sizes kn × n and kn × kn, respectively. These parameters 
depend on variance and covariance properties among higher- and lower-level variables, which 
are estimated from historical records. The parameter estimation procedure of this model 
ensures the resemblance of variance and covariance properties between historical and 
generated series. However the model makes no effort to preserve covariances of the lower-
level variables belonging to consecutive periods. In fact, this model does not assume any 
connection between lower-level variables of different periods. 
 Different model structures and parameter estimation procedures intended to preserve the 
lagged covariance properties among lower-level variables belonging to consecutive periods 
have been suggested by Mejia and Rousselle (1976), Hoshi and Burges (1979) and Stedinger 
and Vogel (1984). However, as showed by Stedinger and Vogel (1984), the reproduction of 
the exact historical serial correlations of the lower-level variables is an impossible task within 
the framework of these models because of structural constraints imposed by that framework, 
thus giving rise to an inconsistency. 
 In cases where all variables are normally distributed, the basic linear generating scheme of 
the Valencia-Schaake model ensures the preservation of higher order moments and 
distribution functions as well; otherwise the model in its primary formulation fails to maintain 
such properties. Suggested modifications of the model, permitting the representation of non-
normal distributions, can be classified into two categories. The methods of the first category 
are oriented towards the preservation of merely the skewness of the lower-level variables (Tao 
and Delleur, 1976; Todini, 1980). This is done by assuming that the auxiliary variables Vi in 
(2) have skewed distributions with appropriate coefficients of skewness determined in terms 
of the third order marginal and joint moments of historical data. However, as Todini (1980) 
notes, in practice it may be impossible to preserve the skewness of Xi because the required 
skewness coefficients of the auxiliary variables Vi may be arbitrarily high and impossible to 
be implemented in typical series with finite lengths. The methods of the second category 
utilise nonlinear transformations of the variables, so that the transformed variables have 
normal distributions (Valencia and Schaake, 1972; Hoshi and Burges, 1979; Stedinger and 
Vogel, 1984). However, as Todini (1980) notes, this means that the additive property, which 
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is one of the main attributes of the original disaggregation scheme, is lost. To overcome this 
problem an empirical correction procedure, known as adjustment procedure, was suggested 
(Lane and Frevert, 1990; Stedinger and Vogel, 1984; Grygier and Stedinger, 1988, 1990). 
However, unless carefully studied (see section 4), such a procedure introduces bias in all 
statistics that are to be preserved.  
 Another drawback of the above summarised disaggregation models is their excessive 
number of parameters, because of the large number of cross correlations that they attempt to 
reproduce. For example in a problem of annual to monthly disaggregation (k = 12) involving 
n = 10 locations the number of parameters in model (2) is 15 600, even higher than the 
number of data values that are typically available to estimate them (e.g. for data records 
extending over 30 years the number of monthly data values are 3 600). The situation is even 
worse in later disaggregation models. To tackle this problem, several different procedures 
reducing the required number of parameters have been developed. The staged disaggregation 
models (SDM; Lane, 1979, 1982; Salas et al., 1980; Stedinger and Vogel, 1984; Grygier and 
Stedinger, 1988; Lane and Frevert, 1990) disaggregate higher-level variables at one or more 
sites to lower-level variables at those and other sites in two or more steps. The condensed 
disaggregation models (CDM; Lane, 1979, 1982; Pereira et al., 1984; Oliveira et al., 1988; 
Stedinger and Vogel, 1984; Stedinger et al., 1985; Grygier and Stedinger, 1988) reduce the 
number of required parameters by explicitly modelling fewer of the correlations among the 
lower-level variables. The dynamic disaggregation model (DDM) initially developed as a 
single site model (Koutsoyiannis, 1988; Koutsoyiannis and Xanthopoulos, 1990) and 
subsequently as a multivariate model (Koutsoyiannis, 1992) has been formulated as a 
generalised stepwise approach to disaggregation problems, allowing for a variety of 
configurations. DDM is in close connection with an associated particular sequential 
generating model (e.g. a seasonal autoregressive model like a PAR(1) model) and uses the 
same parameter set as in this sequential model. With the DDM approach lower-level variables 
are generated one at a time, given the total amount to be allocated across the remaining 
subperiods. Thus the disaggregation of a higher-level variable into its components (lower-
level variables) is split in equivalent sequential steps, each corresponding to a specific 
subperiod. According to this method, in each step, two separate procedures are executed. First 
the parameters of the generation equations for this step are determined so as to preserve the 
specified marginal and conditional moments given the total amount remaining to be allocated 
and the already generated values at previous steps. Second, these parameters are used to 
generate the lower-level amount of the current step and to update the remaining amount to be 
allocated in next steps. DDM has the ability of representing non-Gaussian distributions and 
one of its configurations (Koutsoyiannis, 1992) is capable of preserving lagged covariance 
properties among lower-level variables related to consecutive periods, thus fixing the 
inconsistency problem of earlier disaggregation models mentioned before.  
 Among the more recent developments in disaggregation models we must mention the study 
by Kumar et al. (2000) who approximated the probability distribution of the vector of 
disaggregated flows nonparametrically using the k nearest neighbours of the monthly spatial 
flow pattern. Most of the problems involved with disaggregation models have been tackled by 
a different yet simpler framework by Koutsoyiannis and Manetas (1996) and Koutsoyiannis 
(2001); this will be discussed in more detail in section 4.  

3. Rainfall disaggregation models 
Most of the above mentioned disaggregation models have been used to disaggregate annual 
rainfall to monthly amounts. However, as first pointed out by Valencia and Schaake (1972), 
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most modeling schemes of this kind are not suitable for the disaggregation of rainfall for time 
scales finer than monthly, due to the skewed distributions and the intermittent nature of the 
rainfall process at fine time scales. Other disaggregation models, different from those 
described above, have been proposed and used particularly for the disaggregation of rainfall. 
These, however, do not exhibit the generality of the Valencia-Schaake type linear schemes 
and in many cases are ad-hoc techniques rather than consistent generalised methods.  
 Grace and Eagleson (1966) proposed an urn model for the disaggregation of a storm's 
depth into shorter durations. Schaake et al. (1972) developed a Markov chain model for the 
disaggregation of monthly rainfall into daily. Woolhiser and Osborn (1985) presented a 
scheme for the disaggregation of an individual storm’s depth into fractional depths, each 
corresponding to one tenth of the storm’s duration; their scheme was based on a 
nondimensionalised Markov process, resulting from successive transformations of the real 
rainfall process. The issue of disaggregating a daily total into individual storm amounts in a 
day was studied by Hershenhorn and Woolhiser (1987). The problem of the simulation of the 
internal time distribution of a storm was studied also in the work of Marien and Vandewiele 
(1986), where the developed disaggregation scheme applies to properly defined fractional 
variables with gamma distributions. Similar techniques using nondimensionalised time and 
depth distributions of rainfall were also applied by Econopouly et al. (1990) and Garcia-
Guzman and Aranda-Oliver (1993).  
 A more general mathematical method for disaggregating rainfall for time scales finer than 
monthly was proposed by Koutsoyiannis (1988) and Koutsoyiannis and Xanthopoulos (1990). 
Specifically, the DDM approach they developed (already mentioned above) can perform with 
an arbitrary and varying number of subperiods k (within one period), which facilitates the use 
of the model for the intermittent rainfall process. DDM disaggregates a total amount into k 
partial amounts in k – 1 steps, using a stepwise procedure. To disaggregate monthly to hourly 
rainfall, this procedure can be applied four times successively to (a) locate the starting points 
of storm events within a month; (b) disaggregate the monthly rainfall duration into event 
durations; (c) disaggregate the monthly rainfall into depths of individual events; and (d) to 
disaggregate the total depth of each individual event into shorter period (i.e., hourly) depths. 
This model could however not straightforwardly be applied to the case of the daily to hourly 
disaggregation.  
 The issue of the disaggregation of a specific storm event to finer time-scales later was 
addressed in a mathematically simpler yet accurate manner by Koutsoyiannis (1994). This 
was based on the assumption that the marginal distribution function of the incremental rainfall 
depth at a short time scale (e.g. hourly) is (approximately) gamma, and the mathematical 
proof that rescaling of incremental depths so as to match a given total amount does not alter 
the gamma distribution function (see also section 4 below). Although the aim of the latter 
technique was not continuous rainfall simulation but rather event based simulation (Zarris et 
al., 1998), Koutsoyiannis and Pachakis (1996; Appendix) managed to construct a continuous 
simulation tool based on this technique along with the assumption of an alternating renewal 
process for rainfall occurrences and a scaling hypothesis (Koutsoyiannis and Foufoula-
Georgiou, 1993) for the intensity process.  
 This latter technique, however, did not consider explicitly daily rainfall amounts. This was 
done subsequently by Glasbey et al. (1995). Using a random parameter Bartlett-Lewis 
rectangular pulse model proposed by Rodriguez-Iturbe et al. (1987), the authors examine a 
method based upon simulating data until a good match of daily totals is obtained for the 
duration of a given event in the daily data. Rescaling is then required to reproduce daily totals 
exactly. This method leads to inflated hourly intensity variances. Another more ad hoc model 
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consists in trying to reproduce the sequence of three daily rainfall totals with the simulation 
and then adjusting the data. This was more satisfactory, with a good reproduction of the main 
hourly statistics. However, the extreme values were not investigated and the decrease of the 
autocorrelations with the lag was somewhat faster than in the historical sequence. As the 
authors point out moreover, this method is not theoretically justified since three-day periods 
are not independent. 
 Among subsequent attempts for stochastic rainfall disaggregation at a fine scale we must 
mention the works by Cowpertwait et al. (1996; disaggregation of hourly rainfall into smaller 
time intervals by allocating pulses of a specified small depth each, at the different intervals); 
Bardossy (1997; disaggregation of daily precipitation into a number of wet subperiods 
conditioned on the total daily amount using the Polya distribution and a Markov-chain 
autocorrelation structure maintained by a Monte Carlo technique); and Connolly et al. (1998; 
disaggregation of daily rainfall into a number of events following a Poisson process). A more 
systematic model, based on the Bartlett-Lewis rectangular pulse process, was studied by 
Koutsoyiannis and Onof (2000, 2001). This will be discussed in more detail in section 5.  
 The above-mentioned models are generally based on classical probability and stochastic 
processes theory. In the last years there have been studied disaggregation techniques with 
different scientific bases. Thus, the development of multifractal simulation techniques has 
provided a potentially powerful tool for the exploration of problems such as disaggregation. 
An application of this approach to the disaggregation problem was proposed by Olsson (1996) 
and Olsson and Berndtsson (1997). The use of a self-similar microcanonical cascade enables 
the reproduction of the exact total daily rainfall, but it does not allow for the reproduction of 
the observed hourly autocorrelations (Tang, 1999). Bounded microcanonical cascades 
(Marshak et al., 1994) do however provide a tool, which could be used for disaggregation. 
Such approaches are promising, as illustrated by the successful reproduction of rainfall 
statistics with canonical bounded cascades (Menabde et al., 1997), but require more analysis, 
particularly in their ability to reproduce the dry period structure at different scales. A different 
approach has been followed by Burian et al., (2000, 2001) who used artificial neural networks 
to disaggregate hourly rainfall data into shorter time intervals. Yet another approach was 
followed by Sivakumar et al. (2001) who formed a simple chaotic model to disaggregate 
rainfall of five resolutions using techniques from the chaos literature. It must be mentioned 
however that the latter techniques that are not based on probability and stochastic processes 
may not be appropriate for large length simulations, as they do not perform well in 
extrapolation. For example they may result in poor description of extremes, whose study 
needs large length simulations.  
 All fine time scale rainfall disaggregation techniques summarised above have a common 
characteristic: they are single-site. The problem of multiple site rainfall disaggregation, as a 
means for simultaneous spatial and temporal disaggregation, is of significant practical interest 
but presents significant differences from that of single-site disaggregation, including 
increased mathematical complexity. The spatial correlation (cross-correlation among different 
sites) must be maintained in the multivariate problem, whereas it does not appear at all in 
univariate problems. A first attempt to incorporate more than one site into rainfall 
disaggregation was done by Socolofsky and Adams (2001) who disaggregated daily rainfall to 
hourly increments simulating the hourly rainfall trace for each storm from selected intensity 
patterns measured at a nearby station. More recently, Kottegoda et al. (2003) simulated daily 
rainfall through a two-station model at a key station and a satellite station whilst maintaining 
the first three moments and relevant correlations. Based on this two-station model they were 
able to perform disaggregation of daily rainfalls into hourly values through dimensionless 
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accumulated hourly amounts generated by a beta distribution, also postulating that the 
occurrence process of hourly rainfall has a geometric distribution conditioned on the total 
daily rainfall. Application was made to the Tiber river basin in central Italy. A true 
multidimensional approach was developed by Koutsoyiannis et al. (2001, 2003) and applied 
initially to the Brue catchment in South-Western England and subsequently (Fytilas, 2002) to 
the Tiber river basin in central Italy. This will be presented in more detail in section 6. 

4.  A generalised stochastic framework for coupling stochastic models of different time 
scales 

Most of the above-described models are purposely-designed to generate a process in the 
lower-level time scale given that in the higher-level. Specifically, they do not model the 
process of interest in the lower-level time scale itself, but rather they are hybrid schemes 
using simultaneously both time scales. Sometimes (owing to nonlinear transformations of 
variables, already mentioned in section 2) these models are not able to ensure consistency 
with the higher-level process. Then, adjusting procedures are necessary to restore consistency 
(Grygier and Stedinger, 1988, 1990; Lane and Frevert, 1990). 
 However, there is the possibility of not designing and implementing a special model for 
disaggregation as a hybrid scheme incorporating both time scales. On the contrary, there may 
be available a model of the lower-level time scale with no reference to the higher-level time 
scale. The problem is then how a time series generated by the lower-level model can be 
modified so as to be consistent with a given higher-level time series, without affecting the 
stochastic structure implied by the lower-level model. Practically, this is equivalent to the use 
of adjusting procedures mentioned before.  
 In a recent study, Koutsoyiannis and Manetas (1996) showed that this is possible without 
using any kind of disaggregation model but only using adjusting procedures on top of the 
separate lower-level model. Their adjusting procedures are accurate in the sense that they do 
not modify certain statistics of the lower-level process. In that study, a seasonal 
autoregressive (PAR(1)) model was used as the lower-level model.  
 Provided that a single-variate data series Zi (i = 1, 2, …) is known at a higher-level time 
scale and a lower-level synthetic series ~X s  (s = 1, 2, …) has been generated by some 
stochastic model, the problem is how to modify ~X s to obtain another series Xs, consistent with 
the higher-level one. In other words, the problem is to allocate the error in the additive 
property (1), i.e., the departure of the sum of lower-level variables within a period from the 
corresponding higher-level variable. A good adjusting procedure, in addition to reinstating the 
additive property, should preserve explicitly (at least under some specified conditions) certain 
statistics or even the complete distribution of lower-level variables.  
 A first example of such an adjusting procedure is the so-called proportional adjusting 
procedure which modifies the initially generated values ~X s  to get the adjusted values Xs 
according to  

 ),...,1(~/~
1

ksXZXX
k

j
jss =







= ∑

=

   (4) 

where Z is the higher-level variable (for notational simplicity we assumed i = 1 and also 
eliminated the subscript i from Z). As shown earlier by Koutsoyiannis (1994), the 
proportional adjusting procedure is exact for complete preservation of distributions if 
variables Xs are independent with two-parameter gamma distribution and common scale 
parameter.  
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 Another example is the linear adjusting procedure, which is described by  

 
),...,1(~~

1
ksXZXX

k

j
jsss =







−+= ∑

=

λ   (5) 

where λs are unique coefficients depending on the covariances of Xs with Z. As shown by 
Koutsoyiannis and Manetas (1996), it is exact for the complete preservation of normally 
distributed, dependent or independent, variables. In addition, it is exact in preserving second 
order moments of (dependent or independent) variables with any distribution.  
 In addition, the methodology proposed by Koutsoyiannis and Manetas (1996) uses 
repetitive sampling in order to improve the approximations of statistics that are not explicitly 
preserved by the adjusting procedures (e.g. skewness). That is, the lower-level model is run 
not only once but several times and the generated sequence that results in closer agreement 
with the already known value of the higher-level variable Z is finally chosen. 
 This approach was more recently extended by Koutsoyiannis (2001), so as to form a 
generalised framework for coupling stochastic models of different time scales. This 
framework couples two independent stochastic models appropriate respectively for the 
coarser and finer time scales using a transformation that modifies the output of the latter to 
become consistent with the series produced by the former model (or the series known from 
measurements at the coarser scale). The finer-scale model is run independently of the coarser-
scale one, without any reference to the known (generated first or measured) Zi, and produces 
lower-level series X

~
s. If we aggregate the latter at the coarser scale (by means of (1)) we will 

obtain some series Z
~

i, which will apparently differ from Zi. In a subsequent step, we modify 
X
~

s thus producing Xs consistent with Zi (in the sense that they obey (1)) without affecting the 
stochastic structure that characterises X

~
s. For this modification, a linear transformation Xs = 

f(X
~

s, Z
~

i, Zi), termed the coupling transformation, is used. As shown by Koutsoyiannis (2001), 
this is given by an extension of (5), i.e., 

 X*
i  = X

~*
i  + h (Z*

i  – Z
~*

i ) (6)  

where X*
i  is defined in (3) and 

 Z*
i  := [ZT

i , ZT
i + 1, XT

(i – 1)k]
T
  (7) 

 h = Cov[X*
i , Z*

i ] {Cov[Z*
i , Z*

i ]}
–1

 (8) 

whereas X
~*

i  and Z
~*

i  are defined in terms of X
~

s and Z
~

i in a manner identical to that of the 
definition of X*

i  and Z*
i . 

 It is clarified that the vector X*
i  contains the lower-level values of all k subperiods of period 

i for all examined locations and the vector Z*
i  contains (a) the higher-level values of the 

current period; (b) the higher-level values of the next period; and (c) the lower-level values of 
the last subperiod of the previous period. Items (b) and (c) of Z*

i  are included to ensure that 
the transformation will preserve not only the covariance properties among the lower-level 
values of each period, but the covariances with the previous and next periods as well (that is, 
to remedy the inconsistency of earlier disaggregation models mentioned in section 2). Note 
that at the stage of the generation at period i the lower-level values of period i – 1 are known 
(therefore, in Z*

i  we enter lower-level values of period i – 1) but the lower-level values of 
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period i + 1 are not known (therefore, in Z*
i  we enter higher-level values of period i + 1, 

which are known).  
 It is also clarified that the covariance terms that are involved in the determination of the 
matrix h in (8) are not estimated directly from historical data but from mathematical equations 
that are associated to merely the lower-level model. In this way, the coupling transformation 
does not introduce any independent parameter, apart from those used in the lower-level 
model, thus keeping the number of independent parameters to a minimum and avoiding the 
problem of inflation of parameters that was discussed in section 2. Equations for estimating h 
for typical stochastic hydrological lower-level models (PAR(1), PAR(2), PARMA(1, 1) and 
nonlinear transformations thereof) are given by Koutsoyiannis (2001). 
 The quantity h (Z*

i  – Z
~*

i ) in (6) represents the correction applied to X
~

 to obtain X. 
Whatever the value of this correction is, the coupling transformation will ensure preservation 
of first and second order properties of variables (means and variance-covariance matrix) and 
linear relationships among them (in our case the additive property (1)). However, it is 
desirable to have this correction as small as possible in order for the transformation not to 
affect seriously other properties of the simulated processes (e.g. the skewness). It is possible 
to make the correction small enough, if we keep repeating the generation process for the 
variables of each period (rather than performing a single generation only) until a measure of 
the correction becomes lower that an accepted limit. This measure can be defined as 

 ∆ = (1 / m) || Z΄*
i  – Z

~΄*
i || (9) 

where Z΄*
i  and Z

~΄*
i  are respectively Z*

i  and Z
~*

i  standardised by standard deviation (i.e. Z΄*l
i  := Z*l

i  
/ {Var[Z*l

i ]}1/2), m is the common size of Z΄*
i  and Z

~ ΄*
i , and ||.|| denotes the Euclidian norm.  

5.  Hyetos: A single variate fine time scale rainfall disaggregation model based on the 
Bartlett-Lewis process 

The general framework presented in section 4 can be implemented directly in the single-site 
rainfall disaggregation at any time scale. A successful rainfall generation model capable of 
reproducing the particular fine scale structure of rainfall can be used as the lower-level model. 
This can then be combined with an appropriate procedure for adjusting the lower-level 
amounts so as to obtain the required higher-level totals.  
 Such an implementation was done by Koutsoyiannis and Onof (2000, 2001) and resulted in 
a computer program named Hyetos that can be easily applied at any location provided that a 
minimal amount of data is available that can support parameter estimation. The higher- and 
lower-level time scales in this implementation are respectively daily and hourly which are the 
most suitable for typical hydrological applications. As an appropriate rainfall model, the 
Bartlett-Lewis point process in any of its common configurations (constant or random 
parameter, exponentially or gamma distributed intensities) was chosen due to its wide 
applicability and experience in calibrating and applying it to several climates. Accumulated 
evidence on its ability to reproduce important features of the rainfall field from the hourly to 
the daily scale and above can be found in the literature (Rodriguez-Iturbe et al., 1987, 1988; 
Onof and Wheater, 1993, 1994). This type of model has the important feature of representing 
rainfall in continuous time. It is therefore particularly useful in a disaggregation framework 
where it may be used at a time-step different from that at which it is fitted. Another important 
feature justifying the choice of this model is the fact that the wet/dry structure can be 
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generated independently of the intensity profile as well as the independence of successive 
storms; these reduce the number of computations required. It is recalled that the Bartlett-
Lewis rectangular pulse model assumes that rainfall occurs in the form of storms of certain 
durations and each storm is a cluster of random cells, each having constant intensity during 
the time period it lasts. The general assumptions of the model are:  

(1) Storm origins occur following a Poisson process.  
(2) Origins of cells of each storm arrive following a Poisson process.  
(3) Arrivals of each storm terminate after a time exponentially distributed.  
(4) Each cell has a duration exponentially distributed.  
(5) Each cell has a uniform intensity with a specified (exponential or gamma) distribution. 
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repetitions for the 
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Does total number 
of repetitions 

exceed a specified 
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Figure 1 Flow diagram of the repetition scheme used in Hyetos (Koutsoyiannis and Onof, 2001). 
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 Finally, as an appropriate adjusting procedure, the proportional adjusting procedure 
(equation (4)) was chosen due to its ability not to affect the dry periods (zero values map to 
themselves) and the fact that it does not generate negative values. In addition, the empirical 
observation that fine scale rainfall depths are approximately gamma distributed supports the 
selection of this particular adjusting procedure. 
 The adjusting procedure is combined with an appropriate repetition scheme. Details of the 
repetition and disaggregation scheme are shown in Figure 1, with reference to the 
disaggregation of daily rainfall depths of a cluster of L wet days (preceded and followed by at 
least one dry day). The scheme was assembled so as to optimise computer time and 
incorporates four levels of repetition. Initially (Level 0), the Bartlett-Lewis model runs several 
times until a sequence of exactly L wet days is generated. Then (Level 1), the intensities of all 
cells and storms are generated and the resulting daily depths are calculated. These are 
compared to the original ones by means of a cumulative logarithmic distance between original 
and generated daily depths of all days of the cluster. If the distance d is greater than an 
accepted limit da, then we re-generate the intensities of cells (Level 1 repetitions) without 
modifying the time locations of storms and their cells. If, however, after a large number of 
Level 1 repetitions, the distance remains higher than the accepted limit, this may mean that 
the arrangement of storms and cells is not consistent with the original (and unknown) one. In 
this case we discard this arrangement and generate a new one, thus entering Level 2 
repetitions. Furthermore, in the case of a very long sequence of wet days it is practically 
impossible to get a sequence of wet days with a departure of the daily sum from the given 
daily rainfall smaller than the specified limit. In these cases the sequence is subdivided into 
sub-sequences (in a random manner), each treated independently from the others (Level 3 
repetitions). The algorithm allows nested subdivisions. Eventually, the sequence with distance 
smaller than the accepted limit is chosen and further processed by determining the lower-level 
(hourly) rainfall depths through the application of the proportional adjusting procedure. 
 To validate the model, Koutsoyiannis and Onof (2001) performed two test case studies for 
two raingauges with extremely different climatic conditions: the Heathrow airport raingauge 
(London, UK) located in a wet region and the Walnut Gulch (Arizona, USA) Gauge 13 
located in a semiarid region. Some of their results in the two test cases are reproduced here in 
Figures 2-6 in adapted graphical form. In each of Figures 2-5 results of four cases are plotted, 
namely (1) historical data; (2) simulated data using the Bartlett-Lewis rectangular pulse model 
with length equal to that of the historical record and parameters estimated from the historical 
data using the generalised method of moments; (3) data produced by disaggregating the 
historical data series 1; and (4) data produced by disaggregating the simulated data series 2. 
The inclusion of results from all four data series allows distinguishing the performance of the 
Bartlett-Lewis model, the disaggregation model, and the combination of the two, in 
preserving several characteristics of the historical data series. In cases (3) and (4) the Hyetos 
model was applied with maximum allowed distance d = 0.1 and maximum number of 
repetitions (total for all levels) 5000.  
 Figures 2, 3, 4 and 5 depict the good model performance in reproducing respectively the 
proportions of dry hours and dry days, the coefficients of variation (standard deviation 
divided by mean value) and skewness of the hourly rainfall intensities, the autocorrelation 
coefficients of the hourly rainfall intensities for lags up to 10, and the hourly maxima. In 
addition, Figure 6 concentrates the most important comparisons of Figures 2-4 for one of the 
studied cases (Walnut Gulch Gauge 13, month of July) also providing information for 
timescales greater than one hour. Specifically, it compares the coefficient of variation and 
skewness, probability of dry intervals and lag-1 autocorrelation coefficient of historical and 
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synthetic data at timescales (aggregation levels) 1 to 24 hours. The agreement of historical 
and synthetic statistics is impressively good at all timescales.  
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Figure 2 Comparison of dry/wet probabilities of the historical and synthetic data records for the case studies of 

Heathrow airport, month of January (left) and Walnut Gulch Gauge 13, month of July (right) (adapted from 
Koutsoyiannis and Onof, 2001). 
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Figure 3 Comparison of coefficients of variation and skewness of the historical and synthetic data records for 

the case studies of Heathrow airport, month of January (left) and Walnut Gulch Gauge 13, month of July (right) 
(adapted from Koutsoyiannis and Onof, 2001). 
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Figure 4 Comparison of autocorrelation functions of the historical and synthetic data records for the case studies 
of Heathrow airport, month of January (left) and Walnut Gulch Gauge 13, month of July (right) (adapted from 

Koutsoyiannis and Onof, 2001).. 
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Figure 5 Comparison of empirical distributions of maximum hourly rainfall of historical and synthetic data 

records for the case studies of Heathrow airport, month of January (left) and Walnut Gulch Gauge 13, month of 
July (right) (adapted from Koutsoyiannis and Onof, 2001). 
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Figure 6 Comparison of coefficient of variation and skewness, probability of dry intervals and lag one 

autocorrelation coefficient of historical and synthetic data at timescales (aggregation levels) 1 to 24 hours for the 
case study of Walnut Gulch Gauge 13, month of July (Koutsoyiannis and Onof, 2001). 

6. MuDRain: A model for multivariate disaggregation of rainfall at a fine time scale 
As already mentioned in section 3, the problem of multiple site rainfall disaggregation 
presents significant differences from that of single-site disaggregation, including increased 
mathematical complexity. However, a multivariate approach to rainfall disaggregation is of 
significant practical interest even in problems that are traditionally regarded as univariate. Let 
us consider, for instance, the disaggregation of historical daily raingauge data into hourly 
rainfall. A univariate disaggregation model like Hyetos would generate a synthetic hourly 
series, fully consistent with the known daily series and, simultaneously, statistically consistent 
with the actual hourly rainfall series. Obviously, however, a synthetic series obtained by such 
a manner could not coincide with the actual one, but would be only a likely realisation. Now, 
let us assume that there exist hourly rainfall data at a neighbouring raingauge. If this is the 
case and, in addition, the cross-correlation among the two raingauges is significant (a case 
met very frequently in practice), then we could utilise the available hourly rainfall information 
at the neighbouring station to generate spatially and temporally consistent hourly rainfall 
series at the raingauge of interest. In other words, the spatial correlation is turned to advantage 
since, in combination with the available single-site hourly rainfall information, it enables 
more realistic generation of the synthesised hyetographs. Thus, for example, the location of a 
rainfall event within a day and the maximum intensity would not be arbitrary, as in the case of 
univariate disaggregation, but resemble their actual values. 
 With these thoughts in mind, a multivariate disaggregation model named MuDRain was 
built based on the general framework presented in section 4. The higher- and lower-level time 
scales are again daily and hourly, respectively. Here, as a lower-level rainfall model, a 
simplified multivariate AR(1) process was chosen. Such a choice may seem unjustified and 
oversimplified at first glance. A more sophisticated model like a multidimensional extension 
of a point process rainfall model seems to be a more consistent candidate as it would describe 
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better features like intermittency, high skewness and clustering of rainfall. However, such a 
model cannot have the appropriate structure to utilise the given hourly information at one or 
more sites according to the hypothesis set above. In other words, it is not possible to force (or 
condition) such a multidimensional model to produce a given hourly rainfall depth (known for 
instance from measurement) at a certain point and a certain hour.  
 In contrast, this is possible with the multivariate AR(1) model. A careful application of an 
AR(1) model, even in single-variate setting reveals that this simple model can well describe 
intermittency and skewness during rain days (during dry days there is no need to run the 
model at all). This is demonstrated in the plots of Figure 7, where we can observe that, during 
the wet days, 73.6% of the hourly data values at a raingauge in Brue catchment, South-
western England, are smaller than 0.1 mm. In fact all these data values have been recorded as 
zero values because typically raingauges do not record rainfall depths that are smaller than a 
threshold of 0.1-0.2 mm. The left panel of Figure 7 shows that if we regard all recorded zero 
values as small positive values (< 0.1 mm), then the complete data set can be well be 
modelled with a gamma distribution function. Based on this observation we can use a gamma-
autoregressive (GAR) process or even an AR(1) process with skewed distribution of noise to 
generate hourly depths. Then, if we round-off to zero all generated values that are smaller 
than the given threshold (0.1 mm) we will obtain a number of zero values that are comparable 
to that of zero values in the historical record (right panel of Figure 7). As demonstrated 
further in Figure 8, if in this generation we use the historical autocorrelation coefficient of 
hourly depth (0.43), the resulting dry intervals during rainy days will have distribution 
function approaching that of the historical data.  
 This discussion justifies that a simple AR(1) model can perform well in reproducing 
intermittency and simultaneously skewness of the rainfall process in single-variate setting. In 
multivariate setting, its behaviour is expected to be even better provided that, at least in one 
location, the series of hourly rainfall is not generated by the AR(1) model but rather known 
either from measurement or generated already by a more consistent model like Hyetos.  
 As a coupling transformation, the full multivariate transformation (6) was chosen with h 
estimated from (8). In addition, the model uses repetitive sampling as described in section 4 to 
improve performance in preserving skewness and probability dry.  
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Figure 7 Plots on Weibull probability paper of probability distribution function of hourly rainfall depth during 
rainy days at gauge 24, Brue catchment, Southwestern England, for the month of January: (left) comparison of 

empirical (historical) and theoretical (Gamma) distribution functions; (right) comparison of historical and 
simulated distribution functions using the GAR model with rounding-off of resulting rainfall depths, and the 

AR(1) model without rounding-off of resulting rainfall depths (adapted from Koutsoyiannis et al., 2003). 
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Figure 8 Plots on exponential probability paper of probability distribution function of the length of dry intervals 
(historical and simulated) during rainy days at gauge 24, Brue catchment, Southwestern England, for the month 

of January (adapted from Koutsoyiannis et al., 2003). 

 The program MuDRain automates most tasks of parameter estimation, performs the 
disaggregation and provides tabulated and graphical comparisons of historical and simulated 
statistics of hourly rainfall. In the parameter estimation phase, the program estimates all 
statistics to be preserved, apart from hourly cross-correlation coefficients whose estimation, is 
explained next. The program offers several options to fine-tune the model performance such 
as selection of the maximum allowed number of repetitions and the related maximum allowed 
distance, as well as a threshold for values that will be rounded-off to zero.  
 For the estimation of cross-correlations two options have been studied. The first option 
(Koutsoyiannis et al., 2003) is to fit a multidimensional point process model to the area under 
study, based on available daily and hourly historical data. The second option (Fytilas, 2002) is 
to estimate the cross-correlation coefficient h

ijr  between raingauges i and j at the hourly time 
scale from the corresponding cross-correlation coefficient d

ijr  at the daily time scale based on 
the regression equation 
 

 ( )mijij rr dh =  (10) 

where the exponent m can be estimated using known pairs of cross-correlation at the hourly 
and daily time scale. Typical values of m found so far range between 2 and 3.  
 To validate the model, Koutsoyiannis et al. (2003) performed a case study in the Brue 
catchment in South-Western England and Fytilas (2002) performed another case study to the 
Tiber river basin and more specifically to the catchment of its primary tributary, the Aniene 
river located in Central Italy. Results of both studies indicate a good performance of the 
model. Some of the results of the second study (those for the month of December) are 
reproduced here in graphical form. The data set available was six years (January 1994 - 
December 1999) of hourly series from six raingauges (three of which were used as reference 
stations in the generation phase and the other three as test stations for comparisons between 
historical and simulated properties) and two daily series from other raingauges (Figure 9). 
 Figures 10 and 11 depict the good model performance in reproducing respectively the 
marginal statistics and the lag zero cross-correlations. Figure 12 (left) shows equally good 
performance in reproducing lag one autocorrelations, whereas Figure 13 shows that this 
extends also to higher lag autocorrelations, although these were not modelled explicitly (in 
fact they were modelled as Markovian). What forced the synthetic autocorrelations to agree 
with the historical ones was the reference hourly rainfall series at gauges 1-3 along with the 
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significant cross-correlations among the different gauges. This indicates that in cross-
correlated sites there is no need for a higher order AR or ARMA model, since in the 
multivariate framework studied (with at least one – in this case three – data series known), 
even the AR(1) model can reproduce historical autocorrelations (for lags > 1) adequately.  
 A graphical comparison of the entire distribution function of historical and simulated 
hourly rainfall depth during wet days is given in Figure 14 (left). The historical and simulated 
distribution functions in general, and the corresponding probabilities dry in particular, 
emerging as the values of the distribution functions for hourly rain depth 0.1 mm (also shown 
in Figure 12, right), are in good agreement to each other. The length of dry intervals is another 
variable that has not been explicitly modelled in this approach. Nevertheless, a comparison of 
historical and simulated probability distribution functions of this variable during wet days, 
depicted in Figure 14 (right) indicates an encouraging performance of the model.  
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3.FRASCATI

4.PONTE SALARIO

6.ROMA MACAO

5.ROMA FLAMINIO

7.PANTANO BORGHESE
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T . 
Sim

briv
io

F.  Aniene
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F.  A niene

F . Ani ene
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Figure 9 Schematic of the area and the raingauges used for the case study by Futilas (2002). Gauges 1-3 are 

reference stations (their hourly data was used in simulation), gauges 4-6 are test stations (their hourly data was 
used in validation) and gauges 7-8 had only daily data.  
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Figure 10 Comparison of marginal statistics of hourly rainfall for the application of MuDRain at the Tiber river 
basin (adapted from Fytilas, 2002). In each panel, the compared values are (a) the historical value, not used in 

the disaggregation model; (b) the value used in the disaggregation model, which is the mean of historical values 
of gauges 1-3; (c) the synthetic value. 
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Figure 11 Comparison of cross-correlation coefficients of hourly rainfall for the application of MuDRain at the 
Tiber river basin (adapted from Fytilas, 2002). In each panel, the compared values are (a) the historical value, 
not used in the disaggregation model; (b) the value used in the disaggregation model; (c) the synthetic value.  



D. Koutsoyiannis 

 18 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

1 2 3 4 5 6 7 8

Raingauges

La
g1

 a
ut

oc
or

re
la

ti
on

 

c

0

0 .1

0 .2

0 .3

0 .4

0 .5

0 .6

0 .7

0 .8

0 .9

1

1 2 3 4 5 6 7 8

R aingauges

P
ro

p
o
rt
io
n
 d
ry

 
Figure 12 Comparison of lag one autocorrelation coefficients of hourly rainfall (left) and probabilities dry (right) 

for the application of MuDRain at the Tiber river basin (adapted from Fytilas, 2002). In each panel, the 
compared values are (a) the historical value, not used in the disaggregation model; (b) the value used in the 

disaggregation model, which is the mean of historical values of gauges 1-3; (c) the synthetic value. 
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Figure 13 Comparison of autocorrelation functions of hourly rainfall for the application of MuDRain at the 

Tiber river basin (adapted from Fytilas, 2002), as determined from historical or simulated series, or theoretically 
implied from the AR(1) (Markov) model, for gauges 4 (left) and 6 (right). 
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Figure 14 Comparison of historical and simulated probability distribution functions of: (left) hourly rainfall 
depth during wet days at gauge 4 on Weibull probability plot; (right) length of dry intervals during wet days at 

gauge 4 on exponential probability plot. The results are from the application of MuDRain at the Tiber river basin 
(adapted from Fytilas, 2002). 

 As an additional means of comparison, two hyetographs are given in Figure 15. Generally, 
the disaggregation model, by virtue of its multivariate character, the high cross-correlation 
coefficients and the conditioning on observed hourly series at three gauges, reproduced 
impressively well the actual hyetographs at all gauges (two of which are shown in Figure 15). 
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Figure 15 Comparison of historical and simulated hyetographs from the application of MuDRain at the Tiber 
river basin at a day with high rainfall for gauges 4 (upper panel) and 6 (lower panel) (adapted from Fytilas, 

2002). 

 

7. Conclusions and discussion  
After more than thirty years of extensive research, a large variety of stochastic 

disaggregation models have been developed and applied in hydrological studies. Until 
recently, there was a significant divergence between general-purpose disaggregation methods 
and rainfall disaggregation methods at fine time scale. The general-purpose methods are 
generally multivariate while rainfall models were only applicable in single variate setting. 
Only recently there appeared significant developments in multivariate rainfall disaggregation 
along with a tendency of implementing general-purpose methodologies into rainfall 
disaggregation.  

Multivariable rainfall disaggregation models have greater potential in hydrological 
applications including enhancement of historical data series and generation of simulated data 
series. Specifically, they can be applied to derive spatially consistent hourly rainfall series in 
raingauges where only daily data are available. In addition, in a simulation framework, they 
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provide a way to take simulations of multivariate daily rainfall (incorporating spatial and 
temporal non-stationarity) and generate multivariate fields at fine temporal resolution. 

The most recent results reproduced here are extremely encouraging. Specifically, the case 
studies presented, regarding the disaggregation of daily historical data into hourly series, 
showed that recent methodologies result in good preservation of important properties of the 
rainfall process such as marginal moments, temporal and spatial correlations, as well as 
proportions and lengths of dry intervals. In addition, multivariate methodologies provide a 
good reproduction of the actual hyetographs.  
  There is considerable flexibility in the recent methodologies, and hence potential for 
further refinement and remediation of weaknesses, which will certainly emerge in future 
applications in different climates.  
 Modern technologies in measurement of rainfall fields including weather radars and 
satellite images will undoubtedly improve our knowledge of the rainfall process and will 
provide more reliable and detailed information for modelling and parameter estimation of 
rainfall fields. One may anticipate that when such detailed information will be available the 
need for disaggregation models will cease. However, simulation studies will ever require 
investigation of the process at many scales. As a single model can hardly be appropriate for 
all scales simultaneously, it may be conjectured that there will be space for disaggregation 
methods even with the future enhanced data sets. Such future disaggregation methods should 
need to give emphasis to the spatial extent of rainfall fields in order to incorporate 
information from radar and satellite data.  
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