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Chaos was the law of nature; Order was the dream of man.

(Henry Adams, 1918)

That new data that we insist on analyzing

in terms of old ideas

(that is, old models which are not questioned)
cannot lead us out of the old ideas.

(ET.Jaynes, 1996)

Everything should be as simple as
it can be, but not simpler

(quote attributed to A. Einstein in 1933).

On the exchange procedure between order and chaos:
When you have combined experimentation,
mathematically and physically based justification,
time-series analysis of countless observations,

new parsimonious ideas applied to old and new data,
and some things seem to be puzzled out, then

you may have put some order into the chaos in Nature

but also, Nature has certainly put some chaos into the order in you.

Since it is impossible to obtain

instantaneous and fully accurate measurements

two facts are certain:

we will never be able to completely unpuzzle Nature,
since we cannot exactly model what we cannot observe,
but also, we will never cease dreaming

the Devine of what we cannot comprehend,

like Love at first sight before time deteriorates it to determinism.



to my family,
my friends, and
in between



Abstract

The high complexity and uncertainty of atmospheric dynamics has been long identified through the
observation and analysis of hydroclimatic processes such as temperature, dew-point, humidity,
atmospheric wind, precipitation, atmospheric pressure, river discharge and stage etc. Particularly,
all these processes seem to exhibit high unpredictability due to the clustering of events, a behaviour
first identified in Nature by H.E. Hurst in 1951 while working at the River Nile, although its
mathematical description is attributed to A. N. Kolmogorov who developed it while studying
turbulence in 1940. To give credits to both scientists this behaviour and dynamics is called Hurst-
Kolmogorov (HK). In order to properly study the clustering of events as well as the stochastic
behaviour of hydroclimatic processes in general we would require numerous of measurements in
annual scale. Unfortunately, large lengths of high quality annual data are hardly available in
observations of hydroclimatic processes. However, the microscopic processes driving and
generating the hydroclimatic ones are governed by turbulent state. By studying turbulent
phenomena in situ we may be able to understand certain aspects of the related macroscopic
processes in field. Certain strong advantages of studying microscopic turbulent processes in situ is
the recording of very long time series, the high resolution of records and the controlled
environment of the laboratory. The analysis of these time series offers the opportunity of better
comprehending, control and comparison of the two scientific methods through the deterministic
and stochastic approach.

In this thesis, we explore and further advance the second-order stochastic framework for the
empirical as well as theoretical estimation of the marginal characteristic and dependence structure
of a process (from small to extreme behaviour in time and state). Also, we develop and apply
explicit and implicit algorithms for stochastic synthesis of mathematical processes as well as
stochastic prediction of physical processes. Moreover, we analyze several turbulent processes and
we estimate the Hurst parameter (H >> 0.5 for all cases) and the drop of variance with scale based
on experiments in turbulent jets held at the laboratory. Additionally, we propose a stochastic model
for the behaviour of a process from the micro to the macro scale that results from the maximization
of entropy for both the marginal distribution and the dependence structure. Finally, we apply this
model to microscale turbulent processes, as well as hydroclimatic ones extracted from thousands of
stations around the globe including countless of data.

The most important innovation of this thesis is that, to the Author’s knowledge, a unique
framework (through modelling of common expression of both the marginal density distribution
function and the second-order dependence structure) is presented that can include the simulation
of the discretization effect, the statistical bias, certain aspects of the turbulent intermittent (or else
fractal) behaviour (at the microscale of the dependence structure) and the long-term behaviour (at
the macroscale of the dependence structure), the extreme events (at the left and right tail of the
marginal distribution), as well as applications to 13 turbulent and hydroclimatic processes
including experimentation and global analyses of surface stations (overall, several billions of
observations).



A summary of the major innovations of the thesis are: (a) the further development, and extensive
application to numerous processes, of the classical second-order stochastic framework including
innovative approaches to account for intermittency, discretization effects and statistical bias; (b)
the further development of stochastic generation schemes such as the Sum of Autoregressive (SAR)
models, e.g. AR(1) or ARMA(1,1), the Symmetric-Moving-Average (SMA) scheme in many
dimensions (that can generate any process second-order dependence structure, approximate any
marginal distribution to the desired level of accuracy and simulate certain aspects of the
intermittent behaviour) and an explicit and implicit (pseudo) cyclo-stationary (pCSAR and pCSMA)
schemes for simulating the deterministic periodicities of a process such as seasonal and diurnal;
and (c) the introduction and application of an extended stochastic model (with an innovative
identical expression of a four-parameter marginal distribution density function and correlation
structure, i.e. g(x; €) = 1/(1 + |x/a + b|°)%, with € = [4, a, b, c,d]), that encloses a large variety of
distributions (ranging from Gaussian to powered-exponential and Pareto) as well as dependence
structures (such as white noise, Markov and HK), and is in agreement (in this form or through more
simplified versions) with an interestingly large variety of turbulent (such as horizontal and vertical
thermal jet of positively buoyancy processes using laser-induced-fluorescence techniques as well as
grid-turbulence generated within a wind-tunnel), geostatistical (such as 2d rock formations), and
hydroclimatic processes (such as temperature, atmospheric wind, dew-point and thus, humidity,
precipitation, atmospheric pressure, river discharges and solar radiation, in a global scale, as well
as a very long time series of river stage, and wave height and period). Amazingly, all examined
physical processes (overall 13) exhibited long-range dependence and in particular, most (if treated
properly within a robust physical and statistical framework, e.g. by adjusting the process for
sampling errors as well as discretization and bias effects) with a mean long-term persistence
parameter equal to H = 5/6 (as in the case of isotropic grid-turbulence), and (for the processes
examined in the microscale such atmospheric wind, surface temperature and dew-point, in a global
scale, and a long duration discharge time series and storm event in terms of precipitation and wind)
a powered-exponential behaviour with a fractal parameter close to M = 1/3 (as in the case of
isotropic grid-turbulence).

Keywords: generic stochastic methodology; second order dependence structure; marginal
probability density function; intermittency; principle of maximized entropy; long-term persistence;
climacogram; autocovariance; power spectrum; variogram; prediction stochastic algorithms; sum
of independent Markov models; explicit moving-average generation scheme; explicit and implicit
cyclostationary generation schemes; statistical uncertainty of deterministic models; process
discretization; estimators adjusting for statistical bias; fitting norms for both extreme left and right
tails; turbulent processes in time scale and state; spatiotemporal modelling; geostatistical analysis
of rock formations; experimental turbulent jets; grid-turbulence; global databases; temperature;
dew-point and humidity; wind speed; precipitation; river stage and discharge; atmospheric
pressure; wave height and period; solar radiation; K6ppen-Geiger climatic classification.
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PhD Theoretical Model

The initial plan involved (as is the often case for a young scientist) an effort to analyze everything
and solve all problems of humanity. However, the title would be too short, so we had to come up
with a more specialized one. A fair compromise with Demetris was to combine my favorite courses
from my Civil Engineer studies at NTUA (Stochastics and Applied Hydraulics) and from the MSc (by
scholarship) in Hydrology at Imperial College of London (Stochastics and Hydrometeorology). But
now it seemed too easy, so Demetris with Panos added some Laboratory Experiments to link the
above areas. Fortunately, the described topic was not already taken, so along with Demetris, Panos
and Christian, we formed the final title of my PhD thesis (that interestingly remained the same until
the end which rarely happen).

So, the original plan was simply to:

» Understand and improve the framework of Stochastics (from the statistical analysis of a
timeseries to the introduction, application and generation of a second-order stochastic model).

» Perform laboratory experiments at NTUA (velocity and concentrations of hydraulic jets)

» Locate stochastic similarities between the above two and among other hydroclimatic processes
through the analysis of global databases including thousands of stations and several billions of
observations.

PhD Boundary Conditions

In the next Figure, we present my extended supervisory committee.
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Figure: My (extended) supervisory committee. From left to right, Demetris Koutsoyiannis, Panos
Papanicolaou, Christian Onof, Nikos Mamasis, Andreas Efstratiadis and the ITIA group.
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[ have ever met with such a universally recognized work. He has spent countless hours trying to
teach me the importance of data, parsimony and practicality at the realm of Stochastics, in
Hydrology and in Life in general. He has collaborated as equal to equal with all the members of his
universal team (and outside his team), colleagues, scientists and students, and has created the (in
situ) scientific community of ITIA (it can’t be by luck that all of its members have become strong
scientists in their fields of expertise). | hope that within these pages of the thesis one may be able to
identify the originality and importance of our work together in the second-order stochastic
framework (that created a whole new approach that is simple yet powerful).

[ am also thankful and honored that I had the opportunity to collaborate with Panos, a great
teacher, an expert in fluid mechanics and the greatest experimentalist Civil Engineer (in situ and in
field) I had ever met in my School at NTUA, and an important friend all of these years. I can’t even
remember how many hours he spent working with me at the Laboratory with classical and high-
tech technologies (like the Laser-Induced-Fluorescence and PIV) and helping other colleagues,
scientists and students to get familiar with the art of experimentalist. He also taught me the
importance of experiments and measurements in every aspect of engineering work and
particularly, in Hydraulics and Turbulence. I hope that one may be able to identify the importance
of the experiments held in this thesis.

Also, I am thankful to Christian who is a great friend and Mathematician in his field of expertise. I
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came at hand when higher mathematical knowledge were required as for example, when we were
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graduate theses (almost 100), teaches at NTUA in 10 courses and has worked in over 30 projects.

[ am thankful to Andreas Efstratiadis, who has scientifically (and philosophically) supported me
several times during my PhD as a friend. He is the strongest non-professor I have ever met with
publications and citations that are above the average of the academic community in our School. He
has handled a very large number of undergraduate and graduate theses (almost 50), teaches at
NTUA in 5 courses and has worked in over 17 projects.
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Since “a man is known by the company he keeps” a successful PhD should have been on the way...

PhD Initial Conditions

» The beginning of my PhD is placed at the beginning of the Financial Crisis in Greece.

» After my return to Greece we got at least 5 rejections concerning my PhD (2010 to 2017):

* Heraclitus II (2010, European Commission): “The most excellent proposal in Hydrology”
(evaluated 9/10 by a reviewer from Greece) vs. “This is already done” (evaluated 6/10 by an
anonymous Greek reviewer -so-called expert in time series analysis from abroad- without
providing any references justifying her statement) resulted in a final agreement to the latter’s
opinion by the NTUA rector committee (2009-2010), whose members had a completely
different field of expertise.

* NTUA (2011, internal scholarship): rejection due to application at an early stage of my PhD
(several publications were required but I had none due to the lack of financial support).

* NTUA (2012, ITIEBE): successful (!) but NTUA was unable (for the first time in years) to fund
research due to money-loss in stock markets (however, the blame was thrown on the crisis).

* NTUA (2013, internal scholarship): rejection due to application at a late stage of my PhD (PhD
candidates being enrolled for more than three years are not entitled to scholarships).

* State Scholarships Foundation (2016, IKY, Greece): rejection by mistake -my supervisor was
accidently evaluated with a lower degree compared to mine (the President of IKY promised us
through email exchange that he will never let these two -anonymous to us- reviewers
participate in IKY evaluations again).

» Laboratory of Applied Hydraulics of NTUA lacked of appropriate facilities for microscale
turbulence experiments (e.g., a dark room was necessary for the calibration and application of
the Laser-Induce-Fluorescence technique).

PhD Numerical Scheme

The PhD typically started (part time) a little bit later (2012) where funding was finally provided by
several NTUA projects (supervised by Demetris, Panos and Nikos). In total, I gained great work
experience by doing several tasks (such as land surveying and statistical analysis of medical data). I
gained rich scientific experience by meeting several challenges (such as working side-by-side with
great scientists and colleagues, and co-supervising undergraduate and graduate theses). For
example, we managed to perform the turbulent experiments during the night time (mostly 20:00 to
03:00 and sometimes even later) and also a few times at the University of Thessaly in Volos, Greece.
Difficult numerical calculations were performed mostly using open-software (or software provided
by NTUA). We managed to collaborate with as many friends as possible resulting to many
publications. For the above reasons, creativity highly increased after giving up on the system and
started giving trust to people that never failed me (I hope I didn’t failed them). Note that the only
serious problem was that I didn’t have time to exercise (so, [ gained a little weight at first) but later
on, we managed to organize with some of my Professors and colleagues two-hours basketball
games every Thursday while discussing about science and my PhD at time-breaks (or even during
the match).



PhD General Output Results

The general results from the PhD thesis are:

>
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Y

In total, 23 publications in scientific journals on various themes (some are still pending).
Around 45 conference publications (in 17 conferences, mostly funded by NTUA).

More than 25 co-supervised theses (in an undergraduate and graduate level).

Participation in 7 projects, 5 Courses (3 at undergraduate level and 2 at graduate level) and
challenging tasks (e.g., organizing tens of students for the EGU conference).

Met great people! (see next figure for a small sample).

Figure: A sample of the Great People I met during my PhD thesis.
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1 Introduction

Nature is the most beautiful Being and although She might let you observe She will never reveal the
true secret of Her beauty since it is hidden within an instantaneous reaction impractical to measure at
a zero scale and in full accuracy but practical to feel and understand its outcome at a larger scale, that
of the heart and mind, respectively.

1.1 The complexity of nature

The word “complex” is attributed to “a whole comprised of parts” and comes from Latin but has
been re-borrowed from ancient Greek (originated from the verb “cuumA¢ékw”). It constitutes of the
Latin preposition “com” or “cum”, which is related to the Greek preposition “cuv” and is used,
usually at the beginning of a word, to declare union, ensemble etc.; and the Latin verb “plectere”
which comes from the Greek verb “mAékw” meaning “weave”, “twine” etc. In recent times, we
characterize a process as complex if it is difficult to analyze or explain it in a simple way. Climate
dynamics is characterized by high complexity since it is comprised by numerous geophysical
processes interacting with each other in a non-linear way. However, most of the involved processes
(will) remain unknown since it is impossible to fully analyze such complicated systems.
Nevertheless, even if we could determine a set of physical laws that describe in full detail the
complexity of climate dynamics it would be impossible to combine the equations for the purpose of
predictability due to the existence of chaos, i.e., a non-predictive sensitivity to initial conditions. For
example, consider the analysis of Poincaré (1890) for the three-body problem, where chaotic
behaviour emerges from the equations of classical mechanics when studying the interacting
gravitational forces between three bodies (e.g., planets). Similar results came into sight from Lorenz
(1963) while applying a simplified set of equations for the analysis of atmospheric dynamics. E.N.
Lorenz came across to the idea that non-linear dynamic systems may have a finite limit of
predictability (which for weather prediction he estimated this limit to be around two weeks), even
if the model is perfect and even if the initial conditions are known almost perfectly. Later on,
numerous methodologies were initiated not for predicting the exact outcome of a non-linear
system, which as we already explained may be trivial, but for rather estimating the limits of this
prediction through an alternative approach of stochastic analysis.

1.2 The stochastic approach

The scientific interest on Stochastics has increased over the last decades as an alternative way of
deterministic approaches, to model the so-called random, i.e., complicated, unexplained or
unpredictable, fluctuations recorded in non-linear geophysical processes. Randomness can emerge
even in a fully deterministic system with non-linear dynamics (Koutsoyiannis, 2010). Thus,
Stochastics help develop a unified perception for all natural phenomena and expel dichotomies like
random vs. deterministic. Particularly, there is no such thing as a ‘virus of randomness’ that infects
some phenomena to make them random, leaving other phenomena uninfected. It seems that rather
both randomness and predictability coexist and are intrinsic to natural systems which can be



deterministic and random at the same time, depending on the prediction horizon and the time scale
(Dimitriadis et al, 2016b). On this basis, the uncertainty in a geophysical process can be both
aleatory (alea = dice) and epistemic (as in principle we could know perfectly the initial conditions
and the equations of motion but in practice we do not). Therefore, dichotomies such as
‘deterministic vs. random’ and ‘aleatory vs. epistemic’ may be false ones and may lead to paradoxes.
The line distinguishing whether determinism (i.e. predictability) or randomness (i.e.
unpredictability) dominates is related to the scale (or length) I(¢) of the time-window within which
the future state deviates from a deterministic prediction by an error threshold €. For errors smaller
than &, we assume that the system is predictable within a time-window I(¢) and for larger errors
unpredictable (Dimitriadis and Koutsoyiannis, 2017). Therefore, by applying the concept of
stochastic analysis we identify the observed unpredictable fluctuations of the system under
investigation with the variability of a devised stochastic process. This stochastic process enables
generation of an ensemble of realizations, while observation of the given natural system can only
produce a single observed time series (or multiple ones in repeatable experiments).

1.3 The Hurst-Kolmogorov dynamics

The high complexity and uncertainty of climate dynamics has been long identified through plain
observations as well as extended analyses of hydrometeorological processes such as temperature,
humidity, surface wind, precipitation, atmospheric pressure, river discharges etc. Particularly, all
these processes seem to exhibit high unpredictability due to the clustering of events, an example is
large periods of high annual precipitation which are usually followed by large periods of annual
droughts. Note that this behaviour should not be confused with seasonal effects that correspond to
sub-annual scales. Interestingly, this clustering behaviour has been first identified in Nature by
Hurst (1951) while analyzing water levels from the Nile for optimum dam design. However, the
mathematical description and analysis of this behaviour through a power-law autocorrelation
function (vs. lag) is attributed to Kolmogorov (1940) who developed it earlier while studying
turbulence. To give credits to both scientists Koutsoyiannis (2010) named this behaviour as Hurst-
Kolmogorov (HK) behaviour. The high uncertainty of climate dynamics has been linked to the
power-law type of the marginal distribution as well as of the dependence structure through
empirical evidence (Newman, 2005) as well as theoretical justification (Koutsoyiannis, 2011).

1.4 From the microscopic analysis to the macroscopic observation

In order to properly study the aforementioned clustering of events and, in general, the stochastic
behaviour of hydrometeorological processes we would naturally require copious measurements in
annual scale. Unfortunately, large lengths of high quality annual data are hardly available in
observations of hydrometeorological processes (Koutsoyiannis, 2014). However, the microscopic
processes driving and generating the hydrometeorological ones are governed by turbulent state,
e.g. as identified in the field of Hydrology by Mandelbrot and Wallis (1968). For example, the size of
drops which is highly linked to the form and intensity of precipitation events is strongly affected by
the turbulent state of small scale atmospheric wind (Falkovich et al., 2002). Also in a physical-basis
the rain rate is found to be a function of gradient level wind speed, the translational velocity of the



tropical cyclone, the surface drag coefficient, and the average temperature and saturation ratio
inside the tropical cyclone boundary layer (Langousis and Veneziano, 2009). Another example is
the multifractal similarities between rainfall and turbulent atmospheric convection (Veneziano et
al,, 2006). Therefore, by studying turbulent phenomena (or other related small scale processes) in
situ we may be able to understand certain aspects of the related macroscopic processes in field.
Additional advantages of studying macroscopic processes in field through the microscopic
turbulent ones in situ could be the recording of very long time series, the high resolution of records
and the controlled environment of a laboratory.

1.5 Scientific innovations of the thesis

In this thesis, the sections are organized as follows: (1) in the first section we introduce basic
concepts of the thesis, such as the HK dynamics and we discuss on the motivation and the scientific
interest of the thesis mostly from an engineer point of view; (2) in the second section we introduce
and develop the statistical tools as well as the methods used in the thesis; (3) in the third section we
introduce and develop the generation algorithms that are extensively used in the thesis; (4) in the
fourth section we discuss on how and why the HK dynamics are related to uncertainty as well as on
the dichotomy between randonmness and determinism, with plenty applications on deterministic
and more complex processes; (5) in the fifth section we conduct a stochastic analysis on an
isotropic and an anisotropic turbulent process and we discuss on some identified similarities to
hydrometeorological processes; (6) in the sixth section we apply a stochastic analysis on several
hydrometeorological processes from a local to a global scale and we show how simple stochastic
models can simulate certain challenging aspects such as long-term persistence, and (7) in the
seventh section we summarize our results by highlighting the most important ones, and we discuss
on future investigations.

The major innovations of the thesis are the following: (a) further development and extensive
application to numerous processes of the classical second-order stochastic framework (sections 2.1
to 2.3 and 2.5) and related monoschedastic processes; (b) the estimation of the dimensionless
statistical error through Monte-Carlo analysis for a variety of Markov and HK models, regarding the
power spectrum, autocovariance and climacogram (section 2.4.5); (c) the analytical mathematical
expression of the statistical bias of the autocovariance, variogram and power spectrum classical
estimators, for an unknown mean and a known variance of the process, as a function of the
theoretical autocovariance and climacogram (sections 2.3.4 and 2.3.5); (d) the further development
of how to deal with discretization and statistical bias in stochastic modelling by selecting
appropriate climacogram-based (and autocorrelation-based) estimators for the identification of the
second-order dependence structure of a process in case of the analysis of a single time series and of
several time series of the same process with different lengths and identical lengths (sections 2.5
and 6); (e) the introduction of the Markov process for a different time interval and response time,
and the expressions for its generation through an ARMA(1,1) model (section 2.4.1); (f) the further
development of the Sum of Autoregressive (SAR) and Moving Average (SARMA) schemes that can
generate a large variety of Gaussian processes approximated by a finite sum of AR(1) or ARMA(1,1)
processes (section 3.2); (g) the further development of the Symmetric-Moving-Average (SMA)



scheme that can explicitly (or implicitly) generate any process second-order dependence structure
(applied to any of the above metrics), approximate any marginal distribution to the desired level of
accuracy as well as simulate certain aspects of the intermittent behaviour, and an explicit and
implicit (pseudo) cyclo-stationary (pCSAR and pCSMA) schemes for simulating the deterministic
periodicities of a process such as seasonal and diurnal (sections 3.3); (h) the introduction and
application of an extended stochastic model (with an innovative identical expression of a four-
parameter marginal distribution density function and correlation structure, ie. g(x;C) =
A(1 + |x/a + b|¢)~¢, with € = [A,a, b, c,d]) to various turbulent, geostatistical and hydroclimatic
processes (such as horizontal and vertical thermal jet of positively buoyancy processes using laser-
induced-fluorescence techniques as well as grid-turbulence generated within a wind-tunnel; 2d
rock formations; temperature, atmospheric wind, dew-point, precipitation, atmospheric pressure,
river discharges and solar radiation in a global scale; as well as very long time series of river stage,
and wave height and period; sections 4.5, 5.3, 6.3 and 6.4), where the mean long-term persistent
parameter is estimated (if treated properly within a robust physical and statistical framework, e.g.
by adjusting the process for sampling errors as well as discretization and bias effects) equal to H =
5/6, and the fractal parameter (for the processes examined in the microscale such as grid-
turbulence, atmospheric wind, long duration storm events in terms of precipitation and wind, and
surface temperature) equal to M = 1/3 ; (i) estimation of the Hurst parameter based on the Képpen-
Geiger climatic-classification for numerous hydroclimatic processes from global databases (section
6.5); and (j) the further development of the multi-dimensional classical second-order stochastic
framework and HK process (section 3.4).

Incidental contributions and moderate innovations of this thesis are: (a) several illustrative
comparisons between complex natural as well as purely deterministic processes and the emerging
statistical uncertainty (section 4); (b) the further development and application of analogue and
stochastic prediction algorithms based on the climacogram (sections 3.5 and 4); (c) the estimation
of the most uncertain parameters in flood inundation modelling based on commonly-used hydraulic
models and on benchmark geometries (section 4.2).



2 Definitions, methods and notation for stochastic analysis

In this section, we present the definitions and notations of the concepts used in the thesis as well as
the statistical metrics, methods and models for the stochastic analysis.

2.1 The definition of Stochastics and related concepts

AN. Kolmogorov (1931) is the first to mathematically define how a process can be stochastically
determined based on the theory of continuous-time probability function (rather than discrete), a
concept first visualized and applied by Bachelier (1900) while working on the evolution of price for
his PhD thesis (Koutsoyiannis and Dimitriadis, 2016). Kolmogorov (1931) distinguishes a purely
deterministic from a stochastic process by correspondingly letting a preceding state to uniquely
define a subsequent state rather than by permitting only a certain probability of a possible event of
a subsequent state to occur. Alternatively, the change of a physical system is deterministically
(stochastically) defined if (the probability distribution for) every subsequent state is decisive by the
knowledge of a preceding state. Therefore, a deterministic (stochastic) physical process can exactly
predict (the probability of an event of) a future state given the present and/or past state. The
purpose of stochastic analysis, or else the mathematical field of Stochastics, is to subject a natural
process to a stochastic process, or in other words to predict real changes using a stochastic (i.e., not
purely deterministic) mathematical scheme.

Two concepts can arise from the above definition of Stochastics, these of stationarity and ergodicity
(Koutsoyiannis and Montanari, 2015). Both concepts are properties of the stochastic models and
not of the time series. While a process can be (wide-sense) stationary (i.e., its marginal
characteristics and dependence structure do not alter with time) and non-ergodic, an ergodic
process (i.e., its marginal and dependence characteristics can be evaluated through a single time
series of infinite length) must be also stationary. However, if a process is non-ergodic then (as
mentioned) we cannot estimate its characteristics from its realizations, and therefore, there is no
physical meaning other than applying both concepts in Stochastics. To conclude, the main scope of a
stochastic analysis is the identification of the most parsimonious (stationary and ergodic) model in
continuous time that adequately preserves the physical characteristics of the natural process (after
having removed any known deterministic behaviour) in discrete time along with its statistical
estimates from observed timeseries in order to investigate its future variability (after having added
the known deterministic behaviour) through the generation of synthetic timeseries (Figure 1). The
same principles can be obviously also applied to spatiotemporal processes.

The analysis presented in this thesis is also based on both the assumption of stationarity (although
it can be easily expanded to non-stationary processes following the methodology described in
section 3.3 and Appendix E) and ergodicity, so that we can estimate all the desired characteristics of
the marginal distribution, dependence structure and combination thereof (e.g, intermittent
behaviour) from a single time series and simulate all periodicities (e.g., seasonal, diurnal) of the
process. Another important concept highlighted in most of the applications where many (and not a
single) realizations are used, is the homogenization, where all time series corresponding to a single



physical process are treated as realizations of a single mathematical process, with a single marginal
distribution and dependence structure. Therefore, by a simple homogenization scheme (which
depends entirely on the expression of both the marginal distribution and dependence structure) we
can combine all related time series to a single one with a much larger length and thus, towards a
better estimation of the statistical and stochastic characteristics (see sections 3.3.3, 5.3 and 6.2 to
6.5 for such applications). Note that the homogenization should not be confused with the concept of
standardization which corresponds to the standardization of a process by simply dividing it with a
parameter or to the concept of normalization which can be only applied to normal (or close to
normal) processes in order to transform them properly to follow exactly (or approximately) the
standard N(0,1) distribution.

Observations of natural Statistical estimation &

processes time series synthesis
Stochastics
Stochastic processin | Stochastic process in

continuous time discrete time

Figure 1: The steps for a stochastic analysis after having removed (before the analysis) and added
back (after the analysis) any known deterministic behaviour (source: Koutsoyiannis and
Dimitriadis, 2016).

2.2 Observing a natural stochastic process

A stochastic analysis should imitate the physical procedure of data collection as much as possible
rather than strictly the observations. Observation of natural processes includes numerous technical
and unsurpassed obstacles, mostly related to hydrometeorological and engineering processes,
which are introduced by the complexity of numerous known and unknown interacting processes,
such as (known) instrumental errors and the (unknown) hydroclimatic variability. This is of high
importance in stochastic analysis and a stochastic analyst should be cautious with data as well as
the technical properties of the instrument used for data collection in order not to end up simulating,
without knowing it, the limitations of the instrument rather than the physical process.

Although natural processes evolve in continuous time all observed timeseries are subject to a
response time A4 > 0 of the instrument and a sampling time interval D = 4, often fixed by the
observer. The corresponding discretized mathematical process can be estimated by averaging the
continuous one over a time scale 4 = 0 for every time interval D > A. It should be noted that
although the case 4 = 0 is technically impossible, is theoretically possible and can be used as an

approximation for instruments of high resolution or instruments with negligible time interval.

(4.0)

Thus, the discrete time stochastic process x; can be calculated from the continuous one x(t) as:



(i-1)D+
f(,'_ll)[? A&(f)ds( 1)

(4,p) _
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where i € [1,n] is an index representing discrete time, n = TJ + 1 is the total number of

realizations and T € [4, ) is the time length of the realization sample (Figure 2). Note that
underlined quantities denote random variables.
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Figure 2: An example of realization (blue line) of a continuous time process x and a sample of

A,D) (a,D)

xi( realizations (black dots) of the discretized process x; averaged at time scale 4, with time

intervals D and for a total period T (source: Dimitriadis et al., 2016a).

2.3 Stochastic metrics for identification of a stochastic process

During a stochastic analysis we first have to visualize certain behaviours of the natural process
using the appropriate stochastic metrics, then to combine them for the identification of the
mathematical process and finally, to estimate the parameters of the latter. For simplicity, we can
investigate separately the probability distribution function and the dependence structure of the
process.

2.3.1 Most common measures for the marginal characteristics of a process

The marginal characteristics of the process can be entirely described by the probability distribution
function, i.e., F(g) := P(x < x), where x is the random process and x is a realization of the process.
In this thesis, we also use the tail probability distribution function, i.e., F*(g) =1- F(g), and the
density distribution function, i.e., f (g) =dF (g) /dx. The distribution function is estimated through
F(E) =n'/g(n), where n’ is the empirical number of occurrence with values less or equal to x, n is
the total number of observations, and typically g(n) = n + 1 is known as the Weibull estimator. For

the density of the distribution function we use the forward difference quotient, i.e., f(g) =



(13'(5 +h)— F'(g)) /h, where h is the length of the interval over which f is estimated. Note that the
estimation of a marginal characteristic of a process through the distribution function has the
drawback of preference of the function g(n), whereas through the density distribution function
that of the type of the derivative discretization. Other important marginal characteristics of the
process are the statistical moments (raw, central, L-moments etc.) that can be estimated directly

from the distribution density function, i.e. for the central ones E [(g - u)i] = fjooo(g - ,u)if(g) dx.,

fori> 1, where u = E[g] is the mean of the process. In case of large samples we can either use the
above definition (i.e., provided that we know the theoretical distribution f(g) of the process) in
discretized form or the classical estimators for the sample central moments, whereas for small
samples lack of information on f(g) could lead to poor estimation of the sample moments.

2.3.2 Most common and uncommon metrics for the dependence structure of a process

For the second order dependence structure (we will refer to this as dependence structure) we
present several metrics based on the correlation between variables as a function of lag as well as on
the variance of averaged variables as a function of scale. The first presented metric is the

climacogram y (k), i.e., the variance of the scaled process i.e., %fok x(t)dt vs. scale k, where k = k4 is

the continuous-time scale in time units and x the dimensionless discrete one, assuming that 4 = D is
a time unit that is used for discretization. The climacogram is directly linked to the autocovariance

c(h), ie., c(h) = %az(hzy(h))/ahz, where h is the continuous-time lag in time units, and its power

spectrum, i.e.,, s(w):= 2 ffooo c(h) cos(2nwh) dh, where w is the continuous frequency in reverse

time units (Koutsoyiannis, 2013). Thus, each of these three stochastic tools contains exactly the
same information and either can be used for the estimation of the dependence structure. However,
it has been shown that the former provides better estimates than the other two (Dimitriadis and
Koutsoyiannis, 2015a) and therefore, all applications here are based on the climacogram. In Tables
1-3, we introduce the definitions of several climacogram-based measures and in Tables 4-6, the
corresponding autocovariance-based ones. We show the definitions in case of a stochastic process
in continuous time and in discrete time, widely used estimators and estimations based on the latter
estimators, all expressed as a function only of the climacogram (Dimitriadis et al., 2016a).

2.3.3 Climacogram-based metrics for the dependence structure as a function of scale

First, we present the climacogram definition and expressions for a process in continuous and
discrete time, along with the properties of its estimator (Table 1), for comparison with the
autocovariance function.



Table 1: Climacogram definition and expressions for a process in continuous and discrete time,

along with the properties of its estimator. Source: Dimitriadis et al., (2016a).

Type Climacogram
continuous k (T1-1)
ys=var | [ x| /e
0
where k € R*
discrete Var[y, x@ (T1-2)
YD) = % =y(xd) = y(k)
where k € N is the dimensionless scale for a discrete time process
classical ln/x| ) (T1-3)
estimator 7O ) = n/KJ z (x* -%)
(biased)
where [n/k] is the integer part of n/k and in the following expressions we
assume that [n/k] = n/k, x; = (Z;‘ik(i 1)+1_l)/1c is the sample average of
the time-averaged process x; at scale k = k/A and x = };|_; x; /n is the
sample average at scale k = 1.
expectation R 1- y(nA)/y(icA) T1-4
pectation g [y o] = y () (-4
of the biased —Kx/n
estimator
classical y n/x ) (T1-5)
estimator Z(A) (x) = EZ(&(A) —-%) +y(®na)
(unbiased) i=1

where E [Z(KA)] = y(k4)

Note that the climacogram can be estimated through other methods such as raw moments, L-

moments etc. but for convenience in this thesis we choose the central classical moment estimator.

Furthermore, we introduce a climacogram-based variogram (CBV) for comparison with the

classical variogram defined in Table 5.



Table 2: Climacogram-based variogram (CBV) definition and expressions for a process in
continuous and discrete time, along with the properties of its estimator (source: Dimitriadis et al,,
2016a).

Type Climacogram-based variogram

continuous  &(k):=y(0) —y(k) (T2-1)
discrete gé“) (): = y(0) — y(k4) (T2-2)
classical £ () = y(0) - £ (1) (T2-3)
estimator

expectation g [i”c(ié‘) (K)] =y(0) —E [i”c(id) (;c)] (T2-4)

of classical
estimator

Note that CBV includes the process variance at scale 0, i.e., y(0), and so, in cases where y(0) is
infinite, we can use a slightly different estimator with y(4) instead. Finally, we introduce a
climacogram-based spectrum (CBS) for comparison with the classical power spectrum
(Koutsoyiannis, 2013) defined in Table 3.

Table 3: Climacogram-based spectrum (CBS) definition and expressions for a process in continuous
and discrete time, along with the properties of its estimator (source: Dimitriadis et al., 2016a).

Type Climacogram-based spectrum
continuous 2y(1/w) y(1/w) (T3-1)
Yw): = -

where w € R is the frequency for a continuous time process (in inverse
time units) and is equal to w=1/k.

discrete @, N 2y(1/w) 3 y(1/w) (T3-2)
=22 (1)
where w € R is the frequency for a discrete time process (dimensionless; w
=wA)
classical ~) _2y(1/w) y(1/w) (T3-3)
estimator Ya (@) = w (1 T y(0) )
expectation E[5® _ 2E[y(1/w)] 1 Ely(1/w)] Var[y(1/w)] (T3-4)
of classical ¥ (w)] - w ( RO y(O)E[y(l/w)]>

estimator
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Note that in cases where y(0) is infinite, CBS simplifies to w Another useful metric is the

dimensionless-climacogram which is defined as y(k)/y(0) (or y(x4)/y(4) for the HK process) to
be used as an alternative tool to the autocorrelation function.

2.3.4 Autocovariance-based metrics for the dependence structure as a function of lag

The climacogram is useful to measure the variance of a process among scales (the kinetic energy, in
case the variable under consideration is the velocity), and has many advantages in stochastic model
building, namely small statistical as well as uncertainty errors (Dimitriadis and Koutsoyiannis,
2015a). It is also directly linked to the autocovariance function c(h), h being the continuous-time

lag, by the following equations (Koutsoyiannis, 2013):

1

y(k) =2 f(l — x)c(xk)dx (2)
0
0%(h?y(h
ey = 20T ®

The autocovariance definition and expressions for a process in continuous and discrete time, along
with the properties of its estimator can be seen in Table 4.

11



Table 4: Autocovariance definition and expressions for a process in continuous and discrete time,
along with the properties of its estimator (source: Dimitriadis et al., 2016a).

Type Autocovariance

continuous  c(h): = cov|[x(t), x(t + h)] (T4-1)

where h € R is the lag for a continuous time process (in time units)

discrete @ () = Ny (a)] (T4-2)

O WETOART

1

=2 (@ + D (@ + D) + @ - D (@ - D4) - 207y (vD))

where v € Z is the lag for the process at discrete time (dimensionless)
classical ] = 1 (& 1 (& (T4-3)
estimator P @) = —Z @ = Z x@ @ - Z x®

&4 % X4 Xiyj X

{(v) 4 n Son
i=1 =1 =1

where {(v) is usually takenas:norn-1orn-u.

expectation

of classical ()

[ )] = ((n ~0)c @) + Ly wa) - vy (na) - "Ly ((n - v)A)) " (44

estimator

* For proof see in (Dimitriadis and Koutsoyiannis, 2015a).

We then introduce the classical variogram or else the second-order structure function (Table 5).

Table 5: Variogram definition and expressions for a process in continuous and discrete time, along
with the properties of its estimator (source: Dimitriadis et al., 2016a).

Type Variogram

continuous  v(h):= c(0) — c(h) (T5-1)
discrete vé“) W):=y(4) - CéA) @) (T5-2)
classical ng) @) =7(4) - _Aé“) ) (T5-3)
estimator

expectation  g[p ()] = E [2@)] —E[e® )] (T5-4)

of classical
estimator
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2.3.5 The power spectrum

Finally, we define the power spectrum (or else spectral density) that was introduced as a tool to
estimate the distribution of the power (i.e., energy over time) of a velocity sample over frequency,
more than a century ago by Schuster (Stoica and Moses, 2005, p. xiii). Since then, various methods
have been proposed and used to estimate the power spectrum, via the Fourier transform of the
time series (periodogram) or its autocovariance or autocorrelation functions (for more information
on these methods see in Stoica and Moses, 2005, ch. 2, and Gilgen, 2006, ch. 9). Most common (and
also used in this thesis) is that of the autocovariance which corresponds to the definition of the
power spectrum of a stochastic process. However, this accurate mathematical definition lacks
immediate physical interpretation since the Fourier transform of a function is nothing more than a
mathematical tool to represent the function in the frequency domain in order to identify any
periodic patterns which are not easily tracked in the time domain. Historically the power spectrum
is defined in terms of the Fourier transform of the process x(t) by taking the expected value of the
squared norm of the transform for time tending to infinity, which for a stationary process
converges to the Fourier transform of its autocovariance (this is known as the Wiener- Khintchine
theorem after Wiener, 1930, and Khintchine, 1934). Both definitions can be used for the power
spectrum; however the latter is simpler and more operational and has been preferred in modern
texts (e.g. Papoulis and Pillai, 1991, ch. 12.4).

Several studies that evaluate the statistical estimator of the power spectrum conclude that its major
disadvantage is that of its large variance (Stoica and Moses, 2005, p. xiv). Notably, this variance is
not reduced with increased sample size (Papoulis and Pillai, 1991, p. 447). To remedy this, several
mathematical smoothing techniques (e.g. windowing, regression analysis, see Stoica and Moses,
2005, ch. 2.6) have been developed. In cases of short datasets, trend-line approaches are most
commonly used to obtain a very rough estimation of the model behaviour or rules of thumb to
distinguish exponential and power-type behaviours (e.g., Fleming, 2008). In cases of long datasets,
the most commonly used approach is the windowing (data partitioning), also known as the Welch
approach, where a certain window function (the simplest of which is the Bartlett window) is
applied to nearly independent segments. In the latter method, one has first to divide the sample
into several segments (but only after insuring these segments have very small correlations between
them), to calculate the power spectrum for each segment and then to estimate the average.
Assuming that the process is stationary, this average will be the power spectrum estimate.
Unfortunately, the more segments we divide the sample into, the more the cross-correlations
between segments are increasing as well as the more we lose in low frequency values (since the
lowest frequency is determined by the length of the segments). Thus, this method could be indeed a
robust one, but only for a very long sample (which is a rare case in geophysics), only when there is
no interest in the low frequency values (which can reveal large-scale behaviours) and only for an
unbiased power spectrum estimator or at least for an ‘a priori’ known bias, e.g. via an analytical
equation (which, as can observe in Table 6, is rarely the case). Based on these limitations
Koutsoyiannis (2013) provided some examples where this smoothing technique fails to detect the
large scale behaviour (i.e, HK behaviour), gives small scale trends that are completely different
from the ones characterizing the stochastic model and have several numerical calculation problems
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that could cause misinterpretation. These all are due to the fact that the power spectrum estimator
has a large variance, is biased and it is difficult to estimate these analytically. Nevertheless, the
power spectrum is a useful tool to analyze a sample in harmonic functions and so, to detect any
dominant frequencies (this is the reason behind harmonic analysis introduced by Fourier, 1822,
and not time series analysis). In Table 6, we summarize the basic equations for the power spectrum
definition and estimation. Note that the identification and simulation of the dependence structure
through frequency can be employed through the power spectrum (in this case frequency is defined
as the inverse of lag) or equivalently through the CBS (Table 3) which is based on the climacogram
(in this case frequency is defined as the inverse of scale).

Table 6: Power spectrum definition and expressions for a process in continuous and discrete time,
along with the properties of its estimator (source: Dimitriadis et al.,, 2016a).

Type power spectrum
continuous b (T6-1)

s(w):= 4_[ c(h) cos(2nwh) dh

0

discrete . i . (T6-2)

sc(1 )(w): =24y(4) + 44 z cé )(v) cos(2mwv)

v=1

where w € R is the frequency for a discrete time process (dimensionless; w =

wA)
classical 4 @ @ (Te6-3)
estimator ﬁd (w) =24¢;7(0) + 4AZ ¢ (v) cos(2mwv)

v=1
expectation  E[5i9(w)] = 2n4(y(4) — y(na))/(0) +
of classical (T6-4)
- = cos(2mwv v? n —v)? -

estimator +44 z g( ) ) ( - v)c(A)(v) + 7}/(1}4\) —vy(nd) — (v - ) y((n— v)A))

The continuous-time power spectrum can be solved in terms of c¢ to yield (the inverse cosine
Fourier transformation):

[ee]

c(h) = f s(w) cos(2nwh) dw 4)
0

Also, it can be solved in terms of y to yield (Koutsoyiannis, 2013):

r sin? (nwk)
Yo = [ st T T dw ©
0
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s(w) = =2 f (2nwk)?y (k) cos(2nwk) dk (6)
0

Note that the discrete-time power spectrum and the expectation of its classical estimator are more
easily calculated with fast Fourier transform (fft) algorithms.

2.4 Stochastic processes and estimators used in thesis

Although numerous stochastic processes exist in literature, in this thesis we mostly focus on
processes with mixed powered-exponential and power-type dependence structures as well as
mixed forms of various distribution functions such as Gaussian-type, powered-exponential and
Pareto-type.

2.4.1 The Markov process

As shown above the time constants 4 and D affect the estimation of the statistical properties of the
continuous time process. Two special cases, 4 = 0 and 4 = D, are analyzed by Koutsoyiannis (2013)
who shows that in several tasks the differences are small. For samples with 4 << D (e.g., hourly
timeseries with one minute resolution) we can assume 4 = 0 and for samples with 4/D ~ 1 we can
focus on the case D=4 > 0.

However, it is known that the discrete time representation of the Markov process corresponds to an
ARMA(1,1) model (as mentioned in Dimitriadis and Koutsoyiannis, 2015a; Koutsoyiannis, 2002),
denoted as y. Its algorithm for the general case of D # 4, with discrete autocovariance:

AuD+A A(l —e_A/q)z
(P =% [ [ etx=yndy = S e ouara ™
0 jD

where q is a scale parameter (with p1=e~4/9) and A is the true variance at zero lag.

In Table 7, we provide the mathematical expressions of the climacogram, autocovariance and
power spectrum for a Markov process, in continuous and discrete time for D =4 > 0.
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Table 7: Climacogram, autocovariance and power spectrum expressions of a Markov process, in
continuous and discrete time (source: Dimitriadis and Koutsoyiannis, 2015a).

Type Markov process
autocovariance (continuous) c(h) = Ae~IMl/a (T7-1)
autocovariance (discrete _ e—4/a)? T7-2
( ) C‘(iA)(U) — A(l e ) e—(|v|—1)A/q ( )
(4/q)

for [v| =21 and c‘gA)(O) =y(4)

climacogram (for continuous 22 —k (T7-3)
k) = k/q+e*/a—1
and discrete) v (k/q)? ( /4 )
with y(0) = A
power spectrum (continuous) _ 4q i
sw) = 1+ 4mq?w? (T7-4)
1 (1 - cos(2mdw))sinh(4/q)
; (4) _ o .
power spectrum (discrete) sg (W) = 4Aq (1 774 cosh(d/q) — cos(Zrdw) (T7-5)

2.4.2 The HK-behavioural processes

The term HK-behaviour corresponds to the behaviour of process at large scales while the process
itself could not be necessarily an HK process or follow a Gaussian distribution. For example, both
the fractional Gaussian noise (fGn; see section 3.2) and the generalized HK (GHK; see below)
process are processes exhibiting an HK behaviour, but while the former’s autocorrelation function
is a power-law type at the whole range of lags, the latter’s autocorrelation function is a power-law
type only at large lags (at small lags behaves like a Markov process) and its distribution function is
not necessarily Gaussian.

The HK process (for more details on the definition see in section 3.4) can be described via the
climacogram in continuous time (with 4 = D):

A
yea) = 2 ®)

where k = k/A denotes discrete time scale and y(4) is the variance at the unit time scale 4, and H is
the Hurst parameter (0 < H < 1). Note that this process has infinite variance at zero scale and thus,
should not be used to model the small scales of a physical process (e.g. the fGn process is widely
but erroneously used to model several processes at small scales).

Another example that will be used in this thesis is the so-called Hybrid Hurst-Kolmogorov (HHK)
process (Koutsoyiannis et al., 2017), whose climacogram is:
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A

y(k) = 1-H ©
1+ (k/q)*M) ™
where 2 is the variance of the continuous-time process x(t), M is a fractal parameter, H is the Hurst

parameter and q is a characteristic time parameter. A particular case of the HHK, which is also used
in this thesis and referred to as GHK process, is when M = %, i.e.:

A
v(k) = ——— 5 (10)

L+ k>

Note that due to the discretization effect, an HK process for D # 4 > 0 can be well represented by a
GHK process. For example, an HK process with 4 = 0.1, D =1, A =1 and H = 0.8, can be well
represented by a GHK processwith4=D=1,A=2.2,q =0.14 and H = 0.8.

In Figure 3, we show the discretization effect for the case D # A and for various Markov processes,
as well as an example of a comparison between an HK process with D/A = 5 (which is
approximately invariant to 4 and can be well represented by a process with 4 = 0) and with D = A.

Ratio of true process at lag one over the one with4 =D 1.0
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Figure 3: [left] Ratio of the true Markov process at lag one for D # A over the one with D=4 vs. D/q,

for various values of the ratio 4/q; and [right] Ratio of the true HK process for D/A = 5 vs. the one
with 4 = D for various Hurst parameters.

We can also define another generalized HK process (gHK), similar to the HHK one, if we expand the
HK process through the autocovariance rather than the climacogram. The expressions of
climacogram, autocovariance and power spectrum for the gHK process are summarized in Table 8.
An important remark is that as the number of model parameters increase so does the complexity of
these models, and in some cases it may be more difficult to estimate the parameters and/or
perform a fast Monte-Carlo analysis. A fair alternative is to use other simpler models to represent
the target model (see for example the SAR, SARMA and SMA schemes in section 3). Additionally, we
can define more general models (with additional parameters) that can capture a wider variety of
model behaviours in a simpler way. Such model is the one proposed in Dimitriadis et al. (2016a),
and it comprised of a sum of a powered-exponential (PE) autocovariance (that can simulate the
small scale fractal behaviour) and a gHK model with M = %;(based on autocovariance; see next
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Table) for the large scale behaviour (abbreviated as PEgHK). This model includes six parameters
(instead of the five-parameter HHK one) but can preserve any HHK behaviour and it is simpler to
implement. In this way, we can first apply the PEgHK model and then, estimate the parameters of
the corresponding HHK one to physically interpret the behaviour of the process.

Table 8: Climacogram, autocovariance and power spectrum expressions of a positively correlated
gHK process, with 0 < b < 1, in continuous and discrete time.

Type gHK process
autocovariance  ¢(t) = A((|t|/q)*M + 1)~2/CM); Gneiting (2000) (T8-1)
(continuous) .
withb =2 - 2H
autocovariance @ ;) _Ale/q—A/q+1|2‘b+|jA/q+A/q+1|2_b—2|jA/q+1|2_b (T8-2)
(discrete) ca ()= 4/9)*(1 —b)(2—b)
for M=1/2 forj > 1, with CéA)(O) =y(4)
climacogram _ 2AM((m/q + 12 -2 -b)ym/q—1) (T8-3)
(continuous and y(m) = (1-=b)(2=b)(m/q)?
discrete) with y(0) = 1
for M=1/2
power 4Aq° T'(1 — b)Sin (% + 2q7r|w|)
spectrum s(w) =
. 2mlw)r-*
(continuous) b3 b
42q F, |1;1 — 5,5 — 5; —m2q*w? T8-4
for M=1/2 — ! 2[ 2’2 2 ] ( )
1-b
(where ;F, is the hyper-geometric function)
power
spectrum
(discrete) not a closed expression
for g>0

It should be noted that the gHK for M=1/2 (or the GHK) process can be considered as an HK process
that gives a finite autocovariance value at zero lag, which is the common case in geophysical

processes (an HK process with autocovariance |h|™2+2H

gives infinity at zero lag). Thus, a
parameter q is added to the HK process indicating the limit between HK processes (q << |h|) and
those affected by the minimum scale limit of the process (q >> |h|). To switch to an HK process from
the gHK (or GHK) we can replace A with 1g~2%2" and then estimate the limit g — 0 (see Dimitriadis

and Koutsoyiannis, 20153, section 2.1 of the supplementary material).
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2.4.3 A mixed dependence structure from entropy extremization

In complex systems, entropy maximization (or extremization of entropy production) is a principle
that can determine the thermodynamic equilibrium of a system (Koutsoyiannis, 2011). Therefore, it
is a good practice when modelling a complex system, to first try-out processes that result from the
extremization of entropy, which is defined for a random process with a probability density function
f(x) as (Koutsoyiannis, 2011; Shannon, 1948):

o(x) = E[-In (f(x))] (11

Note that in terms of the density function the maximization of entropy lead to (Jaynes, 1957)
flx;C) = e~ ZiZo Ailxl’ (where C is the parameters matrix), whereas in terms of the autocorrelation
function it should lead to p(h; C") = e~ ZZoAilkl' ~ ¥® o=InPi/ai (where h is the lag and C’ the
parameters matrix). Thus, a sum of powered-exponential (and not just autoregressive) processes

should be adequate to represent any process dependence structure (similar expressions can be also
used in terms of the climacogram).

Extremization of entropy is equivalent to extremization of entropy production (Koutsoyiannis,
2011). Such one-parameter processes that extremize the Entropy Production in Logarithmic Time
(EPLT), i.e, (p(g(k)) = d®(x(k))/dIn(k), are the Markov and HK processes. Particularly, the
Markov process maximizes the EPLT in small scales while the HK process dominates in large scales
(Koutsoyiannis, 2016). Interestingly, the EPLT for a Gaussian HK process is independent of scale
and equals H (Koutsoyiannis, 2011), while for a Gaussian-Markov process it can be expressed as:

1
k) = Eln(p"‘)(l - p) /(" +In(p™*) - 1) (12)

Following the analysis in (Koutsoyiannis, 2011, 2016), we investigate the powered exponential
dependence structure, i.e., with an autocovariance function c(h) = A=/ (Gneiting, 2000),
through the HHK process and an extended version called HMK (Hurst-Mandelbrot-Kolmogorov) in
order to include the effect of viscosity (a microscale effect generated by roughness), i.e. in terms of
the correlation coefficient (including an extra parameter K in the innovative expression of Gneiting,
2000) p(7) = p'/(1 + (t/q' + K)*MHYA-D/M' \where p' = (1 + K'?M"YA=H/M' 55 as p(0) = 1, or in
terms of the climacogram (see also Dimitriadis and Koutsoyiannis, 2017):

A

y(k) = (13)

(1 + (k/q + K)2M) 7T

where ] is the variance at the zero time scale y(0) = A/(1 + K?M)(=H)/M adapted for roughness.

In Figure 5, we observe that the HK process corresponds to a larger ELTP for large scales whereas
for small scales the Markov (or the powered-exponential) process. Therefore, among processes
with Markov, HK and mixed behaviour, we expect that an HMK process with H > 0.5, should
adequately describe a great variety of natural processes. Interestingly, the same expression can be
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used for the density distribution function (as shown in the next section) and thus, one may use a
single expression (that drives both the distribution function and dependence structure) to model an
amazingly large variety of geophysical processes. This may seem strange, since one may think that
may exist infinite such expressions. However, recently Koutsoyiannis (2017) has shown that such
expressions are bounded to the zero-infinite conditional entropy extremization space, and thus,
only a narrowed family of generalized expressions can robustly model geophysical processes.
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Figure 4: [left] Illustration of the HHK or HMK (simulated only by the (S)MA scheme for M # 1/2),
and GHK and HK (simulated either by (S)MA or AR families) models, as well as fractal-type (or else
powered-exponential-type), Markov-type, HK-type and mixed (HMK or HHK) behaviours,
expanding from micro to macro scale (Source: Dimitriadis et al., 2018a); [right] The ELTP of a

Markov process with g = 1 and an HK process with H = 5/6, an HHK with additionally M = 1/3 and
an HMK with additionally K = 1.

2.4.4 Distributions based on entropy extremization

The extremization of entropy for a white noise process results in the so-called maximized entropy
(ME) distribution, written as (Dimitriadis and Koutsoyiannis, 2017; Jaynes, 1957):

where A = [Ay, ..., 4]

constraints: fjooo x"f(x; A)dx = E[gr], forr=0, ..., L

X

fx; 2): = A—loe‘<al+sig“%)(i‘—z)z+(%)3+signu4)(;_4)‘*+...+(%)l> "

, with A; having same wunits as x, 4;=20 and with

The ME for I = 2 results in the well-known Gaussian distribution (e.g., Koutsoyiannis, 2014).

Another interesting distribution function for a real random variable is a generalization of the
Cauchy distribution, i.e.:
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where « is a scale parameter in units of [x], c and d are the dimensionless shape parameters of the
marginal distribution, and b is a dimensionless lag parameter.

This distribution is similarly derived from the maximization of entropy as shown in the previous
section, i.e.,, combination of exponential-type distributions for small values of x and heavy-tailed
distributions for large values of x, maximizing the raw moment E[x?] and the entropic moment (cf,,
Costa, 2008) E[In(x)], respectively. Also, it can describe a variety of geophysical processes since it
includes Gaussian distributions, powered-exponential and Pareto-type distributions.

It can be shown (through Monte-Carlo analysis) that the magnitude of independent and identically
distributed processes or bounded processes by a threshold (following the above distribution) can
be described by the Pareto-Burr-Feller distribution (Dimitriadis and Koutsoyiannis, 2017):

—dr

F(x)=1- (1 + |§ + b’ C’) (16)

where «' is a scale parameter in units of [x], ¢’and d’ are the dimensionless shape parameters of the
marginal distribution, and b’ is a dimensionless lag parameter.

Interestingly, .there are several cases where the above expressions can be also used for both the
marginal distribution (cumulative or density) and the dependence structure as firstly done by
Koutsoyiannis et al. (2016) for the global wind process (for other applications see sections 5 and 6).

The above distribution has been also derived with alternative methods, as for example from a
generalization of the Rényi-Tsallis alternative definition of ME distribution (Bercher and Vignat,
2008; Yari and Borzadaran, 2010) or by adding a background measure to the original definition of
entropy in order for the discretized entropy to diverge to a real value (Koutsoyiannis, 2014, and
references therein). For this distribution we use the name Pareto- Burr-Feller (PBF) to give credit
to (a) the engineer V. Pareto, who discovered the family of power-type distributions (while working
on the size distribution of incomes in a society, Singh and Maddala, 1978), (b) to Burr (1942) who
identified and analyzed (but without giving a justification) of its function first proposed as an
algebraic form by Bierens de Haan, and (c) to Feller (1971) who linked it to the Beta function and
distribution through a linear power transformation, which was further analyzed and summarized
by Arnold and Press (1983, sect. 3.2). Other names such as Pareto type IV or Burr type VII are also
in use for the same distribution. Interestingly, the PBF distribution has two different asymptotic
properties, i.e., the Weibull distribution for low wind speeds and the Pareto distribution for large
ones. The PBF has been used in a variety of independent fields (Brouers, 2015). These distributions
are in agreement with various geophysical processes such as magnitude of grid-turbulence and
wind (see in sections 5 and 6 for applications).

2.4.5 On the uncertainty induced by the statistical bias; from mode to expectation

As we show above the true value of a statistical characteristic (e.g. variance) of a stochastic model
may differ from the one estimated from a time series (with finite length). Therefore, the bias effect,
i.e. the deviation of a statistical characteristic (e.g. variance) from its theoretical value in discretized
time, should be taken into account not only for the marginal characteristics but also for the
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dependence structure. Therefore, to correctly adjust the stochastic model to the observed time
series of the physical process we should always account for the bias effect since all time series are
characterized by finite (and often short) lengths. For example, in Tables 1-6, we present the
expressions for the expected value of each stochastic metric as a function of their true values.
Therefore, the bias of the expected value can be easily calculated by subtracting the expected value
from its true value, e.g. the bias for the expected value of the classical estimator of the climacogram
is equal to (Koutsoyiannis, 2016):

(nd)/y(kd) —k/n
1—x/n

Bs [150)] = v (o) ~ E[39 0] = y(kd) (17)

where Bg[] denotes the bias of the expected value of a statistical characteristic of a process (e.g.
mean, variance, etc. or climacogram, autocorrelation etc.). Clearly, for the mean value of a process

we have that Bg [E] =u—E [E] = 0.

Similarly for the classical estimator of the autocovariance function we have that Bg[¢{” (v)] =
céA)(v)—E[g“éA)(v)], and interestingly, the bias of autocovariance is directly linked to the
climacogram as (Dimitriadis and Koutsoyiannis, 2015a):

1 (A +v-m A (VYD)
n—1 2 Av?

—1)2 2
O (- -Lywsy | as)

Bg[e\ ()] +vy(nd) +

where A?(g(v))/Av? is the double discrete derivative of the function g(v), e.g. for the HK process we
have that y(v4) = y(4)/v*™2H and A?(v2y(v4))/4v? = y(A)(lu + 112 + |u + 1|27 — 2u?H). Note
that this is easier to implement, analytical and simpler expression that the original one presented
by Beran et al. (2013), since it does not involve double or single summation. Equivalently, the bias
expression for the power spectrum can be similarly written in terms of the autocovariance as
(Dimitriadis and Koutsoyiannis, 2015a):

Bg[s4” (w)] = 24Bg [V (0)] + 44 z Bg[¢\" ()] cos(2mawv) (19)
v=1

We can observe that the statistical bias always depends on the selected model and so, sentences
like ‘the bias is estimated from data’ are erroneous. For example, consider the fractional-Gaussian-
noise (or else known as Gaussian-HK) process, i.e. with an autocorrelation function in discrete-time
p@) =1/2(lj + 112" + |j — 1|2H) — |j|?H, where H is the Hurst parameter (0 < H < 1). The bias of the

autocorrelation is similarly defined as Bg [E(v)] =p@W)—E [E(v)], and thus, depends on the model

parameter H.

Following the same notation, the statistical bias of the mode value of the climacogram that will be
used below, can be defined as (for more details see Dimitriadis et al., 2018b):
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Bu |75 )| = v 60 — M [ 00| (20)

where M[] denotes the mode (most probable) value, which is estimated with a fixed accuracy of a
certain number of arithmetic digits (i.e., the mode value is roundup to a selected number of digits).

An important remark is how the statistical bias is generally modeled through the second-order
dependence structure (e.g. autocorrelation, autocovariance, power spectrum, climacogram,
variogram etc.) in case of long-term processes. Particularly, the selected stochastic model should be
adjusted for bias before it is fitted to the sample dependence structure. Unfortunately, most studies
do not take into account the bias effect leading to erroneous estimated of the stochastic model
parameters. Nevertheless, there are a few studies in literature that adjust their models for bias but
following the common practice to equate the sample dependence structure with the expected value
of a stochastic model. However, this is justified only when many realizations (i.e. many time series)
of a single process are available and with identical lengths. In cases where a single realization (i.e. a
single time series of a physical process) is observed, the mode dependence structure (i.e. most
probable value at each lag, scale or frequency for the climacogram, autocovariance or power
spectrum, respectively) of the model should be handled instead rather than its expectation
(Dimitriadis and Koutsoyiannis, 2017; see Figure 5 for an illustration).
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Figure 5: An illustration of how the mode and expected values should be adjusted for bias (for the
climacogram or for any other stochastic metric such as autocorrelation, power spectrum etc.).

A preliminary analysis of common HK-type process has shown that the mode climacogram is very
close to the 25% quantile for each scale (Dimitriadis et al., 2016c; Gournari, 2017). Note that in case
where there is not an analytical expression for the bias of a statistical property of a process (e.g.
mode), we can use the Monte-Carlo technique to calculate the bias in an empirical rather than a
theoretical way (see below for the proposed scheme for stochastic synthesis). Amazingly, by
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properly handling the bias numerous of non mixed-processes (such as temperature, dew-point and
humidity, wind and turbulent-type ones etc.), examined through very large samples and thus
eliminating any possible sampling errors, exhibit an HK behaviour with a common global Hurst
parameter. In Appendix D, we have several benchmark experiments for illustration and in sections
5 and 6, we present how the bias effect of the mode and the expected value can be simulated when
we model (a) a single time series, where the mode dependence structure should be analyzed and
not the expected one (see applications in Dimitriadis and Koutsoyiannis, 2017; Dimitriadis et al,,
2018a; c), and (b) several time series regarded as realizations of a single process and therefore, the
expected value of the dependence structure should be analyzed (see applications in Dimitriadis and
Koutsoyiannis, 2017; Dimitriadis et al., 2018b).

Another important remark is that neither the autocovariance (and thus, neither the variogram) nor
the power spectrum (as a function of their true values) can be analytically solved for n, and thus,
numerical looped methods should be implemented to adjust for bias through these metrics.
Therefore, we propose that the stochastic model should be handled for statistical bias, in order to fit
and emulate the sample statistical characteristics of the observed time series, using metrics of low
uncertainty such as the climacogram-based ones. Furthermore, for the bias adaptation, (a) for a
single time series one should equate the mode of the climacogram-based metrics (e.g., the q25 of
the classical biased estimator, shown in Eqn. T1-3, calculated through Monte-Carlo simulation) to
the sample values, whereas (b) for many time series with identical lengths one should equate the
expected value of the climacogram-based metrics (estimated through the classical biased estimator
shown in Eqn. T1-3) to the sample values or (c) for many time series with different lengths one
should equate the expected value of the climacogram-based metrics (estimated through the
unbiased classical estimator shown in Eqn. T1-5) to the sample values. A final remark on the
etymology of the above definitions is that the expected value of a process should not be called
‘expected’ since the mode (i.e. most probable value) is more likely to occur and thus, should be
expected.

Comparison between the bias introduced by the expected value of the classical estimator of the
autocovariance, power spectrum and climacogram

Here, we investigate the bias in power spectrum estimator (evaluated via the autocovariance) that
is caused by the bias of autocovariance and the finite sample size of the discretized-time process
(often the discretization effect is also attributed to bias), complementing earlier studies (e.g., Stoica
and Moses, 2005, ch. 2.4). We also examine the asymptotic behaviour when the sample size tends to
infinity, investigating the question whether or not the discrete power spectrum estimator is
asymptotically unbiased or not. For comparison, we perform similar investigations for the
autocovariance and climacogram (Dimitriadis and Koutsoyiannis, 2015a). The concepts of
autocovariance, power spectrum and climacogram are examined using both exponential and
power-type autocovariance, as well as combinations thereof, in order to obtain representative
results for most types of geophysical processes.
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The log-log derivative (LLD) is a measure of the scaling behaviour related to asymptotic coefficients
(x) = dIn(f(x)) _

such as the fractal and Hurst parameter. The LLD of a function f{x) is defined as f*# Tinx

_x _df(x)

TORTE and for the finite logarithmic derivative of f{x), e.g. in case of discrete time process, we

In(x;/xi-1)

for stationary mean processes, we also define for convenience the negative log-log derivative (NLD)
as -f#(x).

Based on Gneiting et al. (2012) analysis, the fractal parameter (F) can be defined as (cf, Beran et al,,
2013, ch. 3.6):

choose the backward log-log derivative, i.e. f#(x;) == . Since the LLD is always negative

1
: " 21
F =D +1—5lim £*(h) (21)

where D the dimension of the field (e.g. D = 1 for one-dimensional velocity field) and for a 1d HHK
(or HMK) process is equal to M+2.

Based on Beran et al, (2013, ch. 1.3) analysis, the Hurst parameter (H) can be defined as
(Dimitriadis et al., 2016a):

1
H=1+ E’lim v* (k) (22)

Various physical interpretations of geophysical processes are based on the power spectrum and/or
autocovariance behaviour. However, as mentioned above, the estimation of these tools from data
may distort the true behaviour of the process and thus, may lead to wrong or unnecessarily
complicated interpretation. To study the possible distortion we use the simplest processes often
met in geophysics, which could be also used in synthesizing more complicated ones. Specifically, in
Appendix A, we investigate and compare the climacogram, autocovariance and power spectrum of
the Markov process and gHK one (for M = 0.5) in terms of their behaviour and of their estimator
performance for different values of their parameters. The methodology we use to produce synthetic
time series is through the SAR scheme (see in section 3.2). Some observations concluded from the
graphical investigation of Appendix A as well as from the definitions of the stochastic metrics, are
summarized as follows:

(a) In the definition of the climacogram, the continuous-time values are equal to the discrete-time
ones (for 4 = D > 0), while in case of the autocovariance and power spectrum they are different.
More specifically, the discrete-time autocovariance is practically indistinguishable from the
continuous-time one, but only after the first lags, while the power spectrum continuous and
discrete time values vary in both small and large frequencies (where this variation is larger in the
latter).

(b) The expectation of autocovariance departs from both the true one and the discrete-time one, for
all the examined processes and its bias is always larger than that of the climacogram and the power
spectrum. Also, the climacogram has smaller bias in comparison to the power spectrum.
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(c) While in theory the NLD of the climacogram, autocovariance and power spectrum should be
equal to each other, at least asymptotically, we observe from the graphical investigation (Appendix
A ; Dimitriadis and Koutsoyiannis, 2015a) that in practice this correspondence may be lost.

(d) The expected value of the power can be estimated theoretically only up to frequency w = 1/2
(also known as the Nyquist frequency), due to the cosine periodicity. On the contrary,
autocovariance and climacogram expected values can be estimated theoretically for scales and lags,
respectively, up ton - 1.

(e) A high computational cost is involved in the calculation of the power spectrum as compared to
the simple expressions of the climacogram and autocovariance. Although this is often dealt with
fast-Fourier-transform algorithms, the involved large sums and large number of trigonometric
products can often also cause numerical instabilities.

Some of the observations concerning the estimated power spectrum can be explained by
considering the way the power spectrum is calculated through the autocovariance: when a sample
value is above (below) the sample mean, the residual is positively (negatively) signed; thus, a high
autocovariance value means that, in that lag, most of the residuals of the same sign are multiplied
together (++ or --). In other words, the same signs are repeated (regardless of their difference in
magnitude). The same ‘battle of signs’ process, is followed in the case of the power spectrum, but in
this case, the sign is given by the cosine function. A large value of the power spectrum indicates
that, in that frequency, the autocovariance values multiplied by a positive sign (through the cosine
function) are more than those multiplied by a negative one. So, the power spectrum can often
misinterpret an intermediate change in the true autocovariance or climacogram. A way to ttackle
this could be through the autocovariance itself, i.e., not using the power spectrum at all, but this is
also prone to high bias (especially in its high lag tail) which always results in at least one negative
value (for proof see Hassani, 2010 and analysis in Hassani et al., 2012). These can be avoided with
an approach based on the climacogram since the calculated variance is always positive. Also, the
structure of the power spectrum is not only complicated to visualize and to calculate but also lacks
direct physical meaning (opposite to autocovariance and climacogram), as it actually describes the
Fourier transform of the autocovariance (Dimitriadis and Koutsoyiannis, 2015a)

Moreover, we investigate the performance of the estimators of climacogram, autocovariance and
power spectrum for Gaussian distributed variables. For their evaluation we use mean square error
expressions as shown in the equations below. Assuming that 8 is the true value of a statistical
characteristic (i.e. climacogram, autocovariance, power spectral density and NLDs thereof) of the
process, a dimensionless mean square error (MSE):

E|[(6-6)] (23)

E=——@p =g+ g

where we have decomposed the dimensionless MSE into a variance and a bias term, i.e.
&, = Var[8]/6% and &, = (6 — E[Q])Z/ez.
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Note that 6 is given by the true climacogram, the true autocovariance in discrete-time and the true
power spectrum in discrete-time. g5, can be found analytically through E[Q], but &, cannot due to
the lack of analytical solutions for E[QZ] and hence, Var[Q], for the classical estimators of
climacogram, autocovariance and power spectrum (hence, we use a Monte-Carlo analysis). This
analysis (also presented in Appendix A) allows for some observations related to stochastic model
building (Dimitriadis and Koutsoyiannis, 2015a):

(a) In general, the climacogram has lower variance than that of the autocovariance, which in turn is
lower than that of the power spectrum (e.g., for the examined Markov and HK processes as well as
in most scales for the gHK). Additionally, the climacogram has a smaller bias than that of the
autocovariance but larger than that of the power spectrum (for all examined processes). Since, for
the Markov and HK processes, the error component related to the variance, i.e., &, is often larger
than that from the bias, i.e., &, or conversely for the gHK ones, the climacogram has a smaller total
error €. Thus, we can state that (for all the examined cases) the expression below holds (for a direct
comparison the climacogram at discrete-time scale x is compared to the autocovariance at lag v+1
and to the power spectrum at frequency 1/w):

E [(Z«gd) () — Véd) (K)>2] /V;A)Z(K) <E [(ﬁl(f)(v +1) - céA)(v + 1))2] /ct(f)z(v +1)
2 (24)
<B| (s 1/0) - s /@) | /52" 1/

(b) The total error for the NLD, i.e. €*, increases with scale in the climacogram and with lag in the
autocovariance for all examined processes. In case of a Markov process, the power spectrum NLD,
i.e. e*, first decreases and then increases in large inverse-frequency values, while the
autocovariance and climacogram &* always increase. Also, climacogram and autocovariance &* are
close to each other and in most cases smaller than the power spectrum &* For HK and gHK
processes, where large scales/lags/inverse-frequencies exhibit HK behaviour, the power spectrum
always decreases with inverse frequency under a power-law decay, in contrast to the
autocovariance and climacogram &* which they always increase. Thus, in this type of processes,
there exists a cross point between power spectrum &% and the other two, where behind this point,
the power spectrum has a larger * and beyond a smaller one.

(c) The density distribution function of the climacogram and autocovariance have small magnitude
of skewness and can approximate a Gaussian density function for most of scales and lags, while the
power spectrum density has a larger skewness that results in non-symmetric prediction intervals
(an important characteristic when it comes to stochastic modelling, e.g., see Lombardo et al.,, 2014).
However, the NLD of the power spectrum has a negligible skewness in comparison to those of the
autocovariance and climacogram, meaning that the expected NLD should be very close to the mode
NLD.
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2.5 Proposed methodology for stochastic modelling

As mentioned above, we should investigate the behaviour of a natural process by estimating
separately its distribution function and its dependence structure. A theoretically more valid
approach for the estimation of the process parameters would be to apply estimators that take into
account simultaneously both marginal and dependence structures. Such estimators can result in
more accurate estimations. However, it is not advised to use them directly without having first
visualized and identified candidates of mathematical processes, since this may result in an
erroneous analysis due to the complex nature of geophysical processes, an often large number of
included parameters and a high numerical burden. The best estimators of this kind certainly belong
to the maximume-likelihood group of estimators.

In this thesis, we mostly focus to the dependence structure where the climacogram-based metrics
are shown to be the most appropriate in terms of statistical uncertainty (section 2.4.5; Dimitriadis
and Koutsoyiannis, 2015a; Dimitriadis et al., 2016a). An important issue in statistical estimation,
which is sometimes misused or even neglected, is the discretization effect and statistical bias. The
discretization effect can be easily tackled either by applying the climacogram-based metrics (which
are the same for a continuous and discrete time process) or (if the autocovariance-based metrics
such as the power spectrum are used) by following the methodology presented in section 2.4.

Furthermore, the accurate estimation of any characteristic of a timeseries corresponding to a
stochastic process requires an infinite number of realizations, i.e.,, T = co. However this is possible
only in theory in the sense that all estimations from a timeseries are biased and therefore, the
model parameters cannot be accurately calculated if the model is directly fitted to the timeseries.
This can be illustrated through the estimation of raw moments from Gaussian-distributed
processes with a power-law dependence structure, where statistical uncertainty is highly increased
after the first two moments (Lombardo et al., 2014). Also, several researchers have commented on
that higher order moments are underestimated from short finite samples (e.g., Ossiander and
Waymire, 2000, 2002; Lashermes, 2004; Veneziano et al., 2006; Langousis and Veneziano, 2007;
Veneziano and Furcolo, 2009; Langousis et al., 2009; Veneziano and Langousis, 2010, Langousis and
Kaleris, 2014 and references therein).

Fortunately, although we cannot accurately estimate a statistical characteristic from a timeseries of
a stochastic natural process, we can estimate the error induced by the bias effect of the stochastic
mathematical process through theoretical calculations. In Tables 1 to 8, we show the equations for
calculating the expected value for the most common dependence structures and metrics. In the
cases where we cannot derive theoretically such relationships we can use as a fair approximation
through the Monte Carlo method which is based on algorithms presented in section 3. Nevertheless,
we can conclude that it is more likely for the sample climacogram to be closer to the theoretical one
(considering also the bias) in comparison to the sample autocovariance or power spectrum to be
closer to their theoretical values. Thus, it is proposed to use the climacogram when building a
stochastic model and estimate the autocovariance and power spectrum from that model, rather
than directly applied these to data. Particularly, we have to decide upon the large scale type of
decay from the climacogram. If the large scale NLD is close to 1 then the process is more likely to
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exhibit either an exponential decay of autocovariance at large lags such as in Markov processes
(scenario S1) or a white noise behaviour, i.e, H = 0.5 (scenario S2). In case where the large scale
NLD deviates from 1 then the process is more likely to exhibit HK behaviour (scenario S3). The
autocovariance can help us choose between scenarios S1 and S2, as in S1 we expect an immediate,
exponential-like, drop of the autocovariance (which often has the smaller difference between its
expected and mode value) whereas in S2 it is unbiased and therefore, the NLD should be close to 1.
In case of the scenario S1, we can estimate the scale parameter of the Markov-type decay from the
NLD of the climacogram while in case of the scenario S3 we should also look into the power
spectrum decay behaviour in low frequencies. It should be noted that the NLDs in S1 and S2 are
identical in terms of the climacogram, and therefore, the latter is preferable for the identification of
the long-range behaviour (i.e., S3). Thereafter, for the determination of the Hurst parameter, we can
use various algorithms, (e.g., Chen et al. (2007) or Tyralis and Koutsoyiannis, 2011, and references
therein), such as the ones presented here (see previous section to adjust the bias), that are based on
the climacogram. For the estimation of the rest of the properties, i.e. for intermediate and smaller
scales, we should use the climacogram-based spectrum and climacogram-based variogram,
respectively (Dimitriadis et al., 2016a).

A recipe for a robust second-order stochastic analysis includes the following steps:

1) Select a stochastic model based on parsimony (few parameters as possible it can be), theoretical
justification (principle of maximized entropy) and physical interpretation (depending on the
natural characteristics of the physical process) as done by Koutsoyiannis (2016) and Koutsoyiannis
et al. (2017). From the analysis of this thesis, we find that the most appropriate models for the
general case of both the second order dependence structure (in terms of the autocovariance or the
climacogram) and the marginal distributions of several hydroclimatic processes are in sections
2.4.3 and 2.4.4.

2) Handle the stochastic model for discretization and statistical bias in order to fit and emulate the
sample statistical characteristics of the observed time series that can be estimated with metrics of
low uncertainty. Note that the climacogram-based metrics (Dimitriadis and Koutsoyiannis, 2015a;
Dimitriadis et al, 2016a) are the ones with the lowest statistical uncertainty and without a
discretization effect. For the statistical bias, one should equate the mode of the climacogram-based
metrics whereas for many time series one should use the expected value (see section 2.4.5 for more
information, and 5 and 6 for several applications).

3) Using a Monte-Carlo analysis, generate as many time series as required (based on the
uncertainty induced by the stochastic model) and perform a sensitivity analysis in order to certify
the selection of model and parameters through the estimation of confidence intervals (Dimitriadis
et al, 2016a). The generation scheme for the correlation structure can be the Sum of AR(1) or
ARMA(1,1) models (known as the SAR or SARMA model; Dimitriadis and Koutsoyiannis, 2015a; see
section 3.1 and 3.2) for correlation structures that are only based on autoregressive expressions
(e.g., these schemes cannot simulate a powered-exponential correlation structure for M # 1/2) or
the Symmetric-Moving-Average (SMA; Koutsoyiannis, 2016; see section 3.3) model for any
correlation structure. To approximate the marginal distribution an implicit scheme (see in section
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3) can be used whereas to adjust for intermittency an explicit scheme (Dimitriadis and
Koutsoyiannis, 2017; see section 3.3.3) can be also used. Note that the implicit scheme can preserve
in an exact way only the marginal distribution (while the dependence structure can be only
approximated numerically or through Monte-Carlo analysis; see section 3.3.3) whereas the explicit
one can preserve in an exact way only the dependence structure (while the marginal distribution
can be only approximated through the preservation of statistical moments).
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3 Stochastic synthesis and prediction algorithms

The main purpose of stochastic analysis is the synthesis and prediction of a process. Here, we
present several algorithms for generating and predicting the next values of a stochastic process by
preserving both the marginal probability function and second order dependence structure. When
applying the concept of stochastic analysis we model the observed unpredictable fluctuations of the
system under investigation with the variability of devised stochastic processes. This stochastic
process enables generation of an ensemble of its realizations, while observation of the given natural
system can only produce a single or multiple (but always limited) observed timeseries. The most
simple and yet powerful technique to reveal and analyze in total the system’s variability, is the
Monte-Carlo approach. However, this technique requires a generation algorithm capable of
modelling any selected marginal probability distribution and dependence structure of the
stochastic processes, appropriate for the investigated natural system.

3.1 Synthesis of a Markov process

In this section, we present a methodology to synthesize a discrete time representation of a
continuous time Markov process, with parameters g and A. We assume a sample sizenand D=4 >
0. First, we try to approximate the continuous-time Markov process in discrete-time by an AR(1)
model with variance A,g, shape parameter g, and autocovariance Apge /4/94R  for v > 0. We find
that the AR(1) model either underestimates all autocovariances of the process for lags v > 1, when
we set the variance correctly to:

R=Y)=——=(4/q+e¥1-1)<2 (25)

(A/ )?
or overestimates this variance, when we set it equal to the continuous-time Markov variance, i.e.,
A'ar = 7(0) = A. Note that in both cases we apply the correct shape parameter gag = q. Keeping
the variance equal to A,gr and setting the ratio of the lag-one autocovariance (or first-order
autocorrelation coefficient) p; over the discrete variance to:

,_ P (1—ea)’
oy (4/qt+ed/a-1)

(26)

instead of its proper value, i.e., a = e~4/9, the model correctly estimates the zero and one lags of the
discrete-time autocovariances but leads to high overestimation for the rest autocovariances, i.e., for
lags v > 1. Only in case of a very small 4/q (or 4 < D), i.e, whena = a' = 1, céA)(l) ~ ay(4) and
Aar ® 4, a single AR(1) model can well approximate a discrete time representation of a continuous-
time Markov process. In other words, only for the impossible case of 4 = 0, the model AR(1) can
exactly represent a Markov process. In practice, for 4/q < 2.5%, we have |a' — a|/a’ < 1% and
thus, the AR(1) autocovariance deviates only a little from the Markov discretized one, while for
large 4/q, the error produced can be quite large. An example is shown in Figure 6 for 4 = D > 0,
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while for cases of 4 # D > 0, the produced errors can be significant. Particularly, we plot the
dimensionless error, between a Markov process in discrete time and various representations
through the AR(1) model, defined as:

P ) - P

£ Dw) | (27)
where cém (v > 0) is the Markov process and céA)(O) the zero-lag variance:
A(1—e4/a )2

(@)} — -(lvl-14/q
c;’(v) = e 28
@ (A/q)2 (28)

(A) _ -A/q _

O =y =7 / Qi la+ei=1) (29)

and C'Ef) (v) the AR(1) model, with gag = q and a scale parameter equal to the discrete-time
variance A, of the Markov process (blue line), the variance of the continuous time Markov process
i.e.,, A'ar = 4 (red line), the variance 1’4 used to correctly estimate all autocovariances except the
zero lag one (green line) and a variance A'',g = (Aar + 4)/2 in between A, and A (black line). The
Aar and 1" pg can be expressed as:

A ——(4 —4/a —1
oW ae¥(1—em/e)” (31)
Aar =" = (4/9)?
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Figure 6: Dimensionless error between the autocovariance of a Markov process and those of
expressed through various AR(1) models.

It is known that the discrete time representation of the Markov process corresponds to an
ARMA(1,1) model (Koutsoyiannis, 2002). The ARMA(1,1) algorithm for generating a Markov
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process y, i.e.,, with continuous-time autocovariance c(t) = exp(—|h| / q), in discrete-time, is the

following:
A,D A,D
Xi( )=qa yl( 1 v+ v, (32)
where i=1, ..., n, a; = e"P/% is a parameter related to the shape of the process with 0 < a; <1,

. . . . . . . 1-a .
V; = N([,L,,, O'v) is the discrete time Gaussian white noise process with mean value Uy = _1+a1 ,uy with
= vEv v Y

Uy the mean of y.

The parameters a, and g, and can be found from the solution of two equations (Dimitriadis and

Koutsoyiannis, 2015a):
céA)(O) = alcg‘)(l) + (1 + a;a; + ay?)0,’ (33)
CéA)(l) = alcéA)(O) + a,0,° (34)

where CCSA’D)(O) and céA’D)(l) are the discrete-time autocovariances of the Markov process for lag

zero and one, respectively:

@O =y =7 / Gy Bla+ei=1) (35)
(@) A1—e)’
1D = (A/—)z (D-4)/q (36)

These equations result in a second-order polynomial, i.e.:

2y g 2P - Qe y@
a? +a, DD — ary ) (37)

with céA’D)(l) > a,y(4) (the equality holds only for g — o). There are two real positive solutions:

—B++VB% =
a, = —BivVB -4 (38)
2
with a, > 0 and B and g, derived as:
_ 20,67~ A +a )y (@) _
S < -2 39)
(1) —a;y(4)
_ @ -V ) 40
vl 1+ aa; + ay?
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3.2 Sum of Markov processes; the SAR process and algorithms

In this section, we describe a methodology to produce synthetic Gaussian distributed timeseries of
a target process x based on a sum of independent Markov processes. For a typical finite size n, the
sum of a finite, usually small, number of Markov processes is capable of adequate representing a
great variety of processes. For the HK-Gaussian process (else called fractional-Gaussian-noise and
abbreviated as fGn) Mandelbrot (1971) introduced the idea of approximating the discrete fGn with
a sum of finite AR(1)-Gaussian models. On the same principle Koutsoyiannis (2002) showed that
the sum of three AR(1) models is adequate for representing an fGn process for n < 104 As accuracy
requirements and n increase, a larger number of Markov processes maybe required that could be
also applied for continuous processes as well as for processes different than fGn.

A general approach that can be applied to any autoregressive models (AR, ARMA etc.) has been
introduced in Dimitriadis and Koutsoyiannis (2015a) based on: (a) the original idea of Mandelbrot
(1971) for the approximation of the fGn by a finite sum of Gaussian-AR(1) models with their
parameters theoretically estimated (not arbitrarily from data), (b) the work of Koutsoyiannis
(2002) for a similar but simpler approach to simulate an fGn model through only a sum of three
AR(1) models and for time series lengths less than 104 (with the parameters of AR(1) estimated
analytically through empirical expressions derived from Monte-Carlo analysis), and (c) the work of
Koutsoyiannis (2000) where the original idea of Mandelbrot (1971) is expanded to any other
process (i.e, approximating any few-parameter process with a Moving-Average model with
infinitely many coefficients that can be theoretically derived, rather than arbitrarily estimated from
data). In Dimitriadis and Koutsoyiannis (2015a), it is shown how arbitrarily many AR(1) and
ARMA(1,1) models can be summed and properly adapted for statistical bias (see also section 2.4.5)
to approximate a large variety of autoregressive models, such as fGn, HK, GHK, and AR, ARMA etc.
families, whose coefficients are theoretically estimated and adapted for bias, rather than arbitrarily
calculated from data. Note that although the methodology proposed by Dimitriadis and
Koutsoyiannis (2015a) can be easily applied to the sum of higher order AR or ARMA models (e.g.,
sum of many AR(2), AR(3) models etc.), it is highly not recommended, since the complexity increase
could easily cause a model over-fit (e.g., see Figure 8), and present practical as well as psychological
drawbacks (Mandelbrot, 1971). In other words, a three-parameter GHK model can be equivalently
simulated by (a) a sum of, as large as possible (even equal to the length of the time series), finite
number of AR(1) or ARMA(1,1) models, as well as by (b) a single higher-order autoregressive
model (e.g., AR(q), ARMA(q,p) etc., with arbitrarily large g >1), but only the former approach is
recommended since it can provide exactly the same results as the latter but in a simpler way (i.e., it
is simpler to calibrate and generate a ¢ number of AR(1) models rather than a single high order
AR(q) model). Additionally, the AR(q) model includes only one white noise term, and therefore, it is
argued that it can adequately approximate the high variability of a long-term process in large scales.
Finally, only the SAR model (which comprises of many AR(1) models) can handle explicitly non-
Gaussian distributions through the preservation of moments higher than the second (e.g., the PGAR
model of Fernandez and Salas, 1986), whereas this cannot be explicitly done by any other AR(q) or
ARMA(q,p) model for q >1 (see also section 3.3.1). Note that the SAR has been already applied to
several processes such as benchmark experiments (Dimitriadis and Koutsoyiannis, 2015a), the
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wind process (Deligiannis et al., 2016), the process of solar radiation (Koudouris et al.,, 2017) or the
process of wave height and wave period (Moschos et al., 2017).

To explain how the SAR works, we seek the Markov climacograms whose sum fits the climacogram
of our target true continuous time process, represented by a function f(k4), with x the discrete-
time scale and D = 4 > 0 the time step. We could use the autocovariance or power spectrum but the
climacogram for D = A4 > 0 has the advantage of reduced computational cost due to the identical
expressions for continuous and discrete-time for a time-averaged process. We denote g(x4,q, 1)
the true climacogram of a Markov process, i.e.:

21
g(xd,q,2):= W(Kﬂ/q + e xA/a _ 1) (41)

where 1 and g are parameters corresponding to the variance and a characteristic time scale of the
process, respectively.

Our target is to approximate f (k4) with the sum of a finite number N of functions g(x4, q;, 1;) for I
=1 to N, i.e, for all integral scales from x = 1 to n, where n is the number of data produced in the
synthetic time series. We seek q; > 0 and A; > 0 such as for all scales k = 1 we have f(k4) =
>N . g(k4,q;, A). The basic assumption of this methodology is that the Markov parameters q; are
connected to each other in a predefined way, which can be even similar to the target process if we
wish to preserve in an exact way the 2nd order dependence structure. Here, we choose a simple
relationship based on two parameters p; and p, (Dimitriadis and Koutsoyiannis, 2015a):

q = pip, 7t (42)

If we know p; and p,, we can calculate analytically parameters A; (expressed by the matrix 4 > 0)
from the equation below, since the ratio g(k4, q;, 4;) /4, is independent of A; for Markov processes:

AA=1-A=A" (43)

where A=[A4,...,Ax]T, I=[1,...,1]T and A7?! =(ATA)_1AT, the left inverse of A (forn > N),

expressed as:

94, q1,4) /24 94, qn, An) /Ay
f(4) f(4)
A= : : (44)
g4, q1,4) /4 g4, qn, An) [ An
f(n4) f(nd)

As minimization objective for the above system of equations, in order to estimate the parameters p;
and p,, first we use the dimensionless error &5 between the sum of Markov climacograms and
f(k4), to locate initial values and then, we use the error &, (maximum absolute dimensionless
residual), for fine tuning and distributing the error equally to all scales:
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B g (ed, g A) — f ()
.o Z | 7(xd) (45)
N —
bm = MRX lzlg(m}%) D (46)

Thus, we can estimate parameters p; and p, by minimizing the above errors, then parameters g;
and A; can be easily found. Finally, the synthetic discrete time series for the x(t) process can be
estimated as:

N
2= yPw (47)
=1

where yi(A)(l) is the discrete time Markov process corresponding to the climacogram g (x4, q;, 1;)

with parameters q; and 4;.

The above methodology has been tested in simple processes such as HK, GHK, gHK and combination
thereof as well as with Markov processes (Dimitriadis and Koutsoyiannis, 2015a) and therefore, for
other types of processes (e.g. anti-correlated ones with 1 < b < 2) one should be cautious when
applying it. For the purpose of the analysis, we apply the above methodology for HK and gHK
processes for A = 1 and for a variety of b, /4 and n values. In Tables 9-11, we present the results
from this analysis. Note that we choose N, for each n and each process, as the minimum value of the
sum of Markov processes achieving &, < 1%.

Table 9: Parameters p1 and p; estimated to fit different types of HK and gHK processes (for A = 1)
with a sum of Markov processes for n = 102,

process b q/4 p1 P2 N &y (%0)
HK 0.2 - 0.069 47.358 3 6
HK 0.5 - 0.122 22196 3 8
HK 0.8 - 0.101 17.045 3 9
gHK 0.2 1 2.888 10.656 3 5
gHK 0.2 10 11424 27.168 2 1
gHK 02 100 611.13 - 1 2
gHK 0.5 1 1.789 7.695 3 9
gHK 0.5 10 9.232 12.514 2 2
gHK 0.5 100 243.46 - 1 4
gHK 0.8 1 1.373  6.559 3 9
gHK 0.8 10 7.676 8.807 2 2
gHK 0.8 100 151.54 - 1 6
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Table 10: Parameters p: and p; estimated to fit different types of HK and gHK processes (for A = 1)
with a sum of Markov processes for n = 103.

process b q/A p1 D2 N &c (%0)
HK 0.2 - 0.379 10.356 5 2
HK 0.5 - 0.251 9.490 5 5
HK 0.8 - 0.103  8.958 5 4
gHK 0.2 1 2.656 11.873 4 3
gHK 0.2 10 0.852  43.042 3 6
gHK 02 100 11154 27331 2 1
gHK 0.5 1 1.964 10.505 4 7
gHK 0.5 10 8.744 5.801 4 2
gHK 0.5 100 89.976 12.591 2 2
gHK 0.8 1 1.362  8.240 4 7
gHK 0.8 10 6900 5.112 4 2
gHK 0.8 100 74.712 8.861 2 3

Table 11: Parameters p; and p; estimated to fit different types of HK and gHK processes (for A = 1)
with a sum of Markov processes for n = 104.

process b q/4 p1 P2 N ¢ (%0)
HK 0.2 - 0.665 18.217 5 7
HK 0.5 - 0.200 11.400 6 6
HK 0.8 - 0.053 17.044 5 8
gHK 0.2 1 2.695 12.006 5 4
gHK 0.2 10 20.809 12.793 4 5
gHK 0.2 100 7.743  44.342 3 7
gHK 0.5 1 2.226 12.176 5 10
gHK 0.5 10 14831 10.788 4 10
gHK 0.5 100 84308 5.835 4 2
gHK 0.8 1 1.115  6.220 6 3
gHK 0.8 10 10.132  8.149 4 9
gHK 0.8 100 66.249 5.123 4 2

3.3 Synthesis of a stochastic process through the (S)MA scheme

In this section, we present an extension of the (symmetric) moving-average (S)MA generalized
framework introduced by Koutsoyiannis (2000) and further advanced by Koutsoyiannis (2016) and
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implemented within the Castalia computer package (Efstratiadis et al., 2014). Also, the SMA model
for autocorrelation functions accounting for seasonal aspects is initially developed by Langousis
(2003) and Langousis and Koutsoyiannis (2006). The generation scheme simultaneously preserves
any type of (second order) dependence structure as well as an approximation of the marginal
distribution function through the preservation of its statistical moments. Note that this scheme can
be applied to any type of statistical moments such as raw, central, L-moments etc. as well as to any
type of moving-average model such as backward (BMA), forward (FMA), symmetric (SMA) or
mixed. More details about the computational scheme can be found in Dimitriadis and Koutsoyiannis
(2017).

3.3.1 The impracticality of using multi-parameter stochastic models in geophysics

Several families of autoregressive models are used for stochastic generation with the most popular
in literature to be the so-named AR, ARMA, ARIMA, FARIMA (cf, Koutsoyiannis, 2016). These
models are easy to handle and fast in stochastic generation once their parameters are known and
not too many. However, whenever the process exhibits long-range dependence these models
require a large number of parameters to approximate the long-range dependence (except only in
the FARIMA(0,d,0) case, where d = H - 0.5, with H the Hurst coefficient).

An additional difficulty may arise when estimating the prediction intervals (P.I.) of a long-range
process (Papoulis, 1990, pp. 240-242; Tyralis et al.,, 2013). Even if the model parameters are
calculated with adequate accuracy, this does not guarantee an adequate approximation of the
prediction intervals. Here, we apply various Monte-Carlo experiments and we show that even a
small deviation of the true process from the model one, may cause a larger deviation in the
prediction intervals. In Figure 7, we compare the 5% and 95% P.I. of the climacogram for a
Gaussian HK process with n = 2x103, using a model consisted from the sum of three AR(1) models
(through the SAR scheme) and the exact solution produced via the SMA model (Koutsoyiannis,
2016). We observe that although the expected value is very well approximated by the SAR model
with approximately a 99% correlation coefficient, the 5% P.I. deviates from the true one by 1% and
the 95% P.I. by 10%.
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Figure 7: Expected 5% and 95% quantiles of the climacogram for an HK process estimated from
Monte-Carlo experiments using the SMA model (exact solution) and the sum of three AR(1) models
(3AR1) through the SAR scheme.

A practical solution could be to increase the number of AR(1) processes through the SAR scheme or
to use higher order processes instead, such as ARMA models. However, in any case, it is often
difficult to know a priori the true P.I. in order to decide whether the number of applied parameters
is adequate. In Figure 8, we show that even when we extent the 3xAR(1) model to a 5xARMA(1,1)
model (through the SARMA scheme) for a simple HK process, the true 95% P.I. (defined through the
SMA scheme) is still not reached (the fitting error is around 1%).
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Figure 8: Expected 5% and 95% quantiles of the climacogram for an HK process estimated from
Monte-Carlo experiments using the SMA model (exact solution) and the sum of five ARMA(1,1)
models (5ARMA11) through the SARMA scheme.

Another limitation may arise for more complicated processes than that of the HK one. For example,
the GHK process, which is an HHK process with a = 1, can be somehow simulated through the SAR
algorithm. However, this simple algorithm is based on the sum of Markov processes and therefore,
it can only preserve stochastic structures with an exponential short-term behaviour at large scales.
In other words, the SAR scheme cannot accurately synthesize a process with a powered-
exponential autocorrelation function, such as the HHK with M # 1/2 (Figure 9).
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Figure 9: Expected 5% and 95% quantiles of the climacogram for two HHK processes, both with g =
10, H=5/6, n = 2x103 and one with M = 1/3 < 0.5 (left) and the other with M = 3/4 > 0.5 (right),
estimated from Monte-Carlo experiments using the SMA model (exact solution) and the sum of five
ARMA(1,1) models (5ARMA11) through the SARMA scheme.

Additionally, another common practice is to use transformation schemes to indirectly simulate both
the dependence structure and marginal distribution of a process. However, since the
transformation of a Gaussian distributed process to a more complicated one is often non-linear,
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there will be a non-linear distortion in the dependence structure especially in case of an HK
process. In Figure 10, we show such a distortion in case of a Pareto distribution that leads to a non
HK process resembling that of a cyclo-stationary HK process (i.e., causing a small increase of the
climacogram at small scales) with the same Hurst parameter (observe that the log-log slope is
identical and so, the resulted climacogram can no longer correspond to an HK process).
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Figure 10: Dimensionless climacogram vs. scale for a synthetic HK process with n = 105, H = 0.8 and
distribution N(0,1) as well as its transformation to U(0,1) and Pareto distribution with shape
parameter equal to 4.

Finally, if the estimation of higher than the third moment is needed, for example the kurtosis,
higher-order moments, i.e., E[EZKZ], will emerge that are not possible to measure or handle for
SARMA (or higher order) algorithms (Koutsoyiannis, 2016). In conclusion, the SMA algorithm
overcomes all the above limitations and offers a strong tool for applying a Monte Carlo analysis.

3.3.2 The impracticality of estimating higher-order moments in geophysics

Non-Gaussianity of the marginal distribution is very common in geophysical processes. It has been
shown (Lombardo et al., 2014) that the estimation of high raw moments corresponds to high
uncertainty and thus, it is rather ambiguous to use the schemes described in the previous section to
preserve higher moments for natural processes with only a few measurements, as for example in
typical geophysical records. For example, in case of a continuous HK process the variance of the
mean estimator is y,/n?"2! (e.g., Koutsoyiannis, 2003), where n is the sample size. Consequently,
for estimating the true mean p of a process with a standard error +¢, we would require a timeseries
of length of at least (6/¢)/(*=H) where ¢ = +/y; is the standard deviation at scale 4 (Figure 11). For
an HK process with H = 0.8, in order to estimate the mean of the process with an error €  £10%a,
we would need a timeseries of length at least n = 105. Such lengths are hardly available in
observations of geophysical processes, which are not only often characterized by HK behaviour but
also include sub-daily and seasonal periodicities (e.g., Hasson et al, 1990; Dimitriadis and
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Koutsoyiannis, 2015b, for the atmospheric wind process) that complicate the estimation further.
Therefore, the preservation of solely the second order joint statistics is often adequate for capturing
the most important attributes of a geophysical process but also it is often impractical to estimate
higher-order statistics from observations of hydrometeorological processes since, the typically
available observation records cannot support the estimation of a few parameters (Koutsoyiannis,
2016).
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Figure 11: Standard deviation of the mean estimator of an HK process standardized by ¢ vs. the
sample size (n) for various Hurst coefficients.

To give another example, we perform a Monte Carlo experiment for an HK process with H = 0.8
that follows a standard Gaussian distribution (i.e.,, # = 0 and ¢ = 1) and the results are shown in
the Figure 12. For each synthetic timeseries we estimate the mean, standard deviation as well as
skewness and kurtosis coefficients for six different lengths, i.e, n = 10, 102,..., and 106. This
experiment shows that for n =106 the uncertainty (measured in terms of the standard deviation of
each measure) is below 10% for all measures. Therefore, to adequately estimate these measures
from data we would need timeseries with similar lengths. The same experiment must be repeated
for the estimated set of parameters to verify that the observed length was adequate for such

estimation.
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Figure 12: Standard deviation of the sample estimates of the mean (u), standard deviation (o),
skewness coefficient (Cs) and kurtosis coefficient (Cx) of an HK process with H = 0.8 and N(0,1)
distribution vs. the simulation length.

3.3.3 The (S)MA generation scheme

Although there are several methods for simulation of an arbitrary stochastic process each one has
its own limitations and advantages (Lavergnat, 2016 and references therein). For example, the
method of de-normalization (i.e., a Gaussian distributed process with the desired dependence
structure is produced and then it is transformed to the desired distribution through a non-linear
transformation) is often applied for synthesis of long-term processes (e.g., Koutsoyiannis et al,,
2008) but it has a disadvantage of distorting the dependence structure (because of the
transformation) as shown in previous section. A rigorous and general method is the SMA scheme
that is able to fully preserve any (second order) dependence structure of a process and,
simultaneously, the complete multivariate distribution function if it is Gaussian (because of the
preservation of the Gaussian attribute within linear transformations). Koutsoyiannis (2000) also
studied the application of the same scheme to non-Gaussian processes by preserving the skewness
of the marginal distribution. In Dimitriadis and Koutsoyiannis (2017) the scheme is extended to
precisely preserve the first four central moments of the distribution, while exactly and
simultaneously preserving any type of (second-order) dependence structure, such as short-range
(Markov) or long-range (Hurst-Kolmogorov, abbreviated as HK). In most problems preservation of
four moments suffices for a very good approximation of the distribution function. In particular, the
fourth moment has been regarded of great importance in some problems, e.g, in the
characterization of intermittency in turbulence (Batchelor and Townsend, 1949). Alternative
methods for simulating the turbulence intermittency are the multi-fractal ones (for an introduction
see in Frisch, 2006).
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In the SMA model, the simulated process is expressed through the sum of products of coefficients
(not parameters) a; and white noise terms v;, (Koutsoyiannis, 2000):

l

X = Z Q)| Vi4 (48)

j=1

in which for simplicity and without loss of generality we assume that E[{] = E[g] =0 and

E[zz] = Var[y] = 1 and where j is an index ranging from 0 to infinity.

Derivation of the SMA dependence structure parameters

The dependence structure can be exactly preserved through the sum of independent AR(1) models
(SAR model; Dimitriadis and Koutsoyiannis, 2015a) or through moving-average (MA) models of
order I+1 (where I equals the number of the autocorrelation coefficients we wish to preserve). The
general framework to estimate the coefficients of an AR(/) or an ARMA(p,q) model and a MA(l/+1) in
order to preserve exactly the first | autocorrelations terms of a process can be found in
Koutsoyiannis (2000). However, the MA models are advantageous over the autoregressive models
(such as SAR or higher-order of AR, ARMA, FARIMA etc. families) since they can preserve in an
exact way any dependence structure (as for example models with a power-exponential
autocorrelation function, see examples in Dimitriadis and Koutsoyiannis, 2017; or with a fractal
parameter M # Y%, for proof see Koutsoyiannis et al. 2017). Also, the MA models are the most
appropriate for the explicit schemes since the above families cannot explicitly preserve moments
higher than two (with the exception of the AR(1) model as shown in previous section) and thus,
they cannot be used for non-Gaussian distributions.

This scheme can be used for stochastic generation of any type of second order process structure
represented by functions such as the climacogram, the autocovariance function, the power
spectrum, the variogram etc. We may easily employ the BMA instead of the SMA scheme but the
latter has some advantages over the former. Particularly, for [ = oo (Koutsoyiannis, 2000) or [ finite,
e.g. | = n (Koutsoyiannis, 2016), the coefficients can be analytically (numerically) estimated
(calculated) through the Fourier transform of the discrete power spectrum of the coefficients which
is directly linked to the analytically (numerically) expressed discrete power spectrum of the
process (Koutsoyiannis, 2000):

Saq(@) = y/254(w) (49)

where s, , and sq are the SMA coefficients and process power spectra in discrete time, respectively.

As an example, for an HK process with H > 0.5, the SMA coefficients can be estimated from

1 1 1
aj = 1/2\/21“(2H + D)sin(nH)y,(F'2(2H + 1)(1 + sin(nH)) (|j +1)* 24— 12 - 2|j|”+z) as

shown by Koutsoyiannis (2016).
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The above solution requires an infinite number of coefficients in order to exactly preserve the
dependence structure and so, Koutsoyiannis (2016) introduced a small adaptation to this
framework to overcome this limitation and be able to use I+1 coefficients to exactly preserve the
dependence structure up to the I, lag or scale. Another simple approach is to use the BMA (or the
SMA) model with [+1 white noise terms (and thus, preserve in an exact way the dependence
structure up to the I, lag or scale). However, this approach has the limitation of a non physically-
based solution through the power spectrum (but rather a mathematically-based one) and thus, if
we require to go on beyond I, the physically-based solution will adequately preserve the
dependence structure much further than I, whereas with the mathematically-based exact solution
the model coefficients will have to be re-calculated (even if only one additional term is required).

Derivation of the SMA distribution parameters

The first applied schemes for a stochastic synthesis are the implicit ones, i.e. approximation of the
distribution and dependence structure of a process through non-linear transformations. These non-
linear transformations are often based on the autocovariance function for any distribution function
(Frechet, 1951; Sklar, 1959; Serinaldi, 2013 and references therein), where the uniform is usually
preferred for reasons of simplicity, whereas for reasons of flexibility the Gaussian distribution can
be also used (Nataf, 1962; Tsoukalas et al., 2018; Papadopoulos and Giovanis, 2018; Serinaldi and
Lombardo, 2017a, and references therein), i.e.:

a0+ % = Bl ] = E[7 (%) 7 ()] = | - | TOITOF (3035 i (50)

where Pxix; and Py;y; are the cross-correlations between x; and x; as well as y; and Y respectively;
u and o are the process mean and standard deviation; f(yi,yj;pyiyj) is the joint distribution
between y; and Y T(y;) and T(yj) are the transformations of the original known distribution of x;
and x; to the selected distribution of y, and Y respectively (see below for an example of such

transformations). In case that y is for example N(0,1) distributed, then the bivariate N(0,1) is used,
_ 2 2_ a7, _n2
le. f(yi’yj; pJ/in) =e 1/2(y; +y; ZJ/Lyjpyiy]-)/(l pyiyj)/(ZT[(l _ pJZ/iJ/j)l/z)'

Similar implicit schemes are developed based on the power spectrum (Cugar, 1968; Papadopoulos
and Giovanis, 2018; Lavergnat, 2016 and references therein). Recently, the implicit scheme has
been also introduced through the climacogram, i.e.:

®)?*]  E[(T)® : oo 2
Vx(k)+l;—j=E[(iz ) ] _ [( ]i ) ]:%f_m (fOkT(y(t))dt> )y (51)

k . . . .
where x( := fo x(t)dt is the scaled process of the continuous-time process x(t), u is the process
mean, and T(y) is a transformation function of the original process y (with the selected uniform,

Gaussian etc. distribution function and with an unknown y,, dependence structure) to the desired
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one x (with known density distribution f{x) and dependence structure y, adjusted for bias, see
section 2.2.5). For example, to transform a N(0,1) distributed y to a Pareto one x with distribution
F(x)=1-(a/x)b, it can be easily found that x(t) = T(X(t)) =a/(1—-(1/2(1 +erf (X(t)/\/f)))l/b).

Note that this scheme has been applied to several (stationary and single/double cyclostationary as
shown in the following section) processes, such as solar radiation (Koudouris et al., 2017), wave
height and wind process for renewable energy production (Moschos et al.,, 2017), as well as for the
wind speed using a special case of the PBF distribution (Deligiannis et al, 2016) but also a
generalized non-linear transformation (equivalent to a distribution function) based on the
maximization of entropy when the distribution function is unknown (Dimitriadis and
Koutsoyiannis, 2015b).

This scheme has some advantages over the implicit schemes applied for the autocovariance and
power spectrum, since it does not involve joint-distributions (although, it still includes the
probability function in state as a function of scale). Nevertheless, for non-linear T (y) (which is the

usual case in geophysics) the inverse of the above expression is likely not solvable in an analytic
way, and thus, the unknown y, cannot be estimated in an exact way (similarly for the
autocovariance-based implicit scheme). However, if we assume that we know the general
expression of y,, and thus, we can also theoretically (or numerically) estimate f(T(y)(k)), one could
apply numerical methods (using optimization and calibration techniques for the error
minimization; see a review in Efstratiadis and Koutsoyiannis, 2010) or a Monte-Carlo analysis
(using another generation scheme such as the one described below) to attempt for an
approximation of y,. For example, the GHK-Pareto process can be well approximated by a GHK-

Gaussian transformation process for several sets of parameters (see Koudouris, 2017).

Some disadvantages of the in general implicit schemes are that they involve non-linear calculations
and double integration (that both may highly increase the numerical burden; for some numerical
techniques see in Tsoukalas et al., 2017; see methods for fast such algorithms in Serinaldi and
Lombardo, 2017b), and that several exact solutions (of the implicit scheme) may exist or no exact
solution may be possible for some processes. In addition to the above, the transformation cannot be
invariant with respect to the time lag (Embrechts et al.,, 1999; Tsoukalas et al., 2018) or time scale
(Lombardo et al., 2012; and as shown in the previous expression where the transformation
depends on the scale for the climacogram-based implicit scheme). Some of these limitations can be
dealt through a cautiously constructed binary scheme (e.g., Serinaldi and Lombardo, 2016, for the
autocovariance-based implicit scheme), a Monte-Carlo approach to identify the unknown
dependence structure (Tsoukalas et al, 2018, through the Nataf transformation) or a properly
handled disaggregation scheme for generating events of the process (e.g. storm events coupling the
Bartlett-Lewis model with adjusting procedures; Kossieris et al, 2016) or more generally, by
adjusting any desired stochastic properties (dependence structure and distribution function) to
each scale (Lombardo et al., 2017).

An alternative to the implicit scheme approach is to use an explicit scheme for the marginal
distribution through the preservation of moments. Koutsoyiannis (2000) estimated the first three
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moments of the marginal distribution of the white noise process v; required to reproduce those of
the actual process x; using the SMA scheme. With the conventions used here the mean and variance
of viare 0 and 1, respectively, while the third moment, which is equal to the coefficient of skewness

is Gy = Cs’x(zl-=_l a|2j|)3/2/25-=_l a|3j|, where C , is the coefficient of skewness of x. By expanding

the calculations to include the coefficient of kurtosis (Appendix B; Dimitriadis and Koutsoyiannis,
2017):

. 2 2 1 1 2 2
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where Cy , is the coefficient of kurtosis of x.. Note that the constant term in the right-hand side

depends only on the SMA coefficients and not on the marginal distribution of the process. Also, note
that the kurtosis of the white noise is not proportional to the kurtosis of the process, which makes a
difference from the case of the skewness. Obviously, the same expressions hold for the BMA (or
FMA, or mixed) scheme but j ranging from -/to 0 (or 0 to I, or respectively, for the mixed case).

For the generation scheme we need distributions that: (a) contain at least four parameters, creating
in such way a large variety of combinations between the first four moments; (b) have closed
analytical expressions for the first four central moments; and (c) can easily and quickly generate
random numbers. Here, we propose one distribution mostly appropriate for generating thin-tailed
distributions and another one for heavy-tailed ones (see Appendix C for the tail-classification of the
applied distributions). An alternative approach is to use the ME distribution to preserve up to any
moment and the desired level of approximation through (Dimitriadis and Koutsoyiannis, 2017):

1 14

p kj
E[x?] =E Z QjiYivj | | = Z (k_l, k-1, -..,kz)E 1_[ (ajiwiss)”’ (53)
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where ( p )=L, is a multinomial coefficient, and the total number of
k_jki_y - kg k_glkq_il. k!

combinations satisfying k_; + k;_; + -+ k; = p, can be approximated by the formulae of Hardy

and Ramanujan (1918; Nash and Rassias, 2016), i.e. e™?P/3 /(4p+/3) for p - oo (but note that the
maximum number of elements for each partition is 2/+1, so for large p and small 2/+1, some
partitions will have to be excluded).

The limitations of the explicit scheme are the preservation of joint structures that extend beyond
the second-order statistics (which is also a limitation of the implicit schemes), and the
approximation of marginal distribution which can be bounded (hence, the bounds of the
distribution will be also approximated through the preservation of moments) or non-divisible
beyond a statistical moment (equivalently, the implicit schemes have the limitation of only
approximating the dependence structure since no analytical solutions exist and hence, numerical
double integration or Monte-Carlo techniques are required). However, these limitations rarely
concern practical applications to geophysical processes and the simplicity of the scheme allows
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controlling the degree of approximation of the distribution function. In other words, although the
discussed explicit scheme can preserve in an exact way any second-order dependence structure but
it cannot preserve the distribution in an exact way (whereas for the implicit schemes is the other
way around), the degree of approximation can be controllable and fixed to the desired level through
the selected number of moments we wish to preserve. Moreover, the explicit scheme has shown
great results in preserving intermittency effects in turbulence (see application in section 5).

For illustration, we apply the described SMA model for white noise processes with various marginal
distributions often met in geophysics, such as Weibull, gamma, lognormal and Pareto. Also, we
estimate the ME distribution up to the fourth moment and we compare it to the theoretical and
modelled distribution (through the SMA algorithm). The coefficients 1/4,,1/4,,1/15,1/4, of the
ME distribution can be also regarded as weighting factors representing the dependence of the
distribution on each raw moment. Interestingly, after standardizing these four parameters based on
the sum of their absolute values, 1/4; contributes to the Weibull, gamma, lognormal and Pareto
distributions in Figure 13, approximately 65%, 66%, 69% and 93%, respectively. Similarly, the
contribution of 1/4, is approximately 20%, 20%, 18% and 4%, the contribution of 1/43, 11%, 10%,
9% and 2% and the contribution of 1/4,4, 4%, 4%, 4% and 1%, respectively. Therefore, we can use
the ME probability density to approximately determine the weight for each statistical moment and
justify whether the preservation up to the fourth moment is adequate. Additionally in Figure 13, we
observe that the goodness of fit highly depends on the weighting factors of the ME distribution.
Particularly, large weighting factors of 1; and small weighting factors of 1,, 43 and 4, result in small
fitting errors.

Note that from the analysis of turbulent and several other processes (such key hydroclimatic
processes) analyzed here, we observe that the preservation of the distribution up to the fourth
moment corresponds to less than a 1%o error (based on the R-squared coefficient; see sections 5
and 6), whereas preservation up to the third moment fails to capture important aspects of
intermittency (see application for grid-turbulence in Dimitriadis and Koutsoyiannis, 2017).
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Figure 13: Various two-parameter distributions along with the fitted ME probability density
function and the empirical probability density from one single simulation with n = 105 using the
proposed generation scheme (Source: Dimitriadis and Koutsoyiannis, 2017).

Handle single and double cyclostationary processes

A usual difficulty met when modelling hydroclimatic processes is the handling of deterministic
periodicities (e.g. diurnal and seasonal) that can explain a part of the unknown variability of the
physical process. In such cases, we can apply a cyclo-stationary model (for an exhaustive literature
review see Gardner et al, 2014; for an example of a cyclostationary approach using an implicit
scheme through the Nataf transformation and the PAR model see in Tsoukalas et al., 2017) rather
than a stationary one. For simplification, we may apply a pseudo-cyclo-stationary model, in the
sense that we do not assume that the process is cyclo-stationary but rather a stationary one but by
implicitly introducing the periodicities (for the implicit schemes see in previous sections).
Particularly, we first cautiously select a marginal distribution model and we fit it separately to each
periodic time series (e.g., to each hourly and/or monthly part of the original time series). Then,
based on the expression of the selected distribution function, we homogenize the periodic time
series, so at to all to follow a common version of the distribution function (e.g., with parameters
equal to the mean ones from the periodic time series fitting). In other words, we assume that the
parameters of the selected distribution vary deterministically with time (see next Eqn. for an
example). Afterwards, we estimate the dependence structure (e.g. climacogram) of the
homogenized times series, where we expect that the effect of periodicities has been smoothed out.
Finally, we generate a synthetic time series with the latter dependence structure and common
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distribution function (using an explicit or even an implicit scheme as shown in previous sections)
and then, we transform implicitly each part of the time series (that corresponds to each periodic
time series) to the one with the desired periodic marginal characteristics. In case where for the
generation scheme we apply the SAR (or SARMA) or SMA models we abbreviate this framework as
pCSAR (or pCSARMA; for such application to the wind process see Dimitriadis and Koutsoyiannis,
2015b; to solar radiation Koudouris et al., 2017; and to the wave height and wind speed Moschos et
al., 2017) or pCSMA (see for such applications to precipitation in Dimitriadis and Koutsoyiannis,
2017; and in Dimitriadis et al., 2018a), respectively. For an application to a proper cyclo-stationary
scheme using the SMA model (i.e., abbreviated as CSMA) see in Dimitriadis et al. (2018a). Another
simple and robust method is to directly generate the dependence structure of the periodic process
using periodic stochastic models (for such applications in ecosystems see Pappas et al., 2017).

In this way, we manage to preserve in an exact way the marginal characteristics of each periodic
part and approximate the equivalent dependence structure. Interestingly, we manage to also
adequately preserve the cross-correlations between each cycle, without introducing a cyclo-
stationary model (for more details on this method see Dimitriadis et al., 2018a). A useful remark is
that the marginal characteristic of each period should follow a comprehensible periodic function
(e.g., including sinus or cosines functions) as shown in Dimitriadis and Koutsoyiannis (2015b) for
the wind process in Greece and through a global analysis in Deligiannis et al. (2016). In case where
the periodic function of the parameters is not known or apparent it is advisable to use a
parsimonious periodic function rather than use the empirical results that may be due to sample
errors. A final remark is that the above pseuso-cyclo-stationary framework can be also applied in
case where the marginal distribution is not fixed, by employing a more general one based on the
maximization of entropy such as (Dimitriadis and Koutsoyiannis, 2015b):

2
Z= ggn[Mj [1+ ij Inl 1+ gc[Mj (54)
0- (o} O-C

c

where Z~N(0,1) is the normalization scheme of X (related to the inverse distribution function of X),
Uc(t) and o(t) are the mean and standard deviation of each periodic process (i.e. one for each hour
and month), and g.(t) is a parameter related to the distribution tail of the periodic process, all
assumed to vary with time.

3.4 Synthesis of a multiple dimensional process through SMA scheme

Multi-dimensional stochastic processes are advantageous over multivariate ones in cases where the
natural process is observed by images (e.g., produced by satellite or radar) rather than point
measurements (e.g., temperature recorded at meteorological stations). In this section, we show the
expansion of the 1d SMA algorithm to an L-dimensional (Ld) based on mathematical reasoning as
well as numerical validation (Dimitriadis et al., 2013). We denote with x(t), the continuum random
variable of a stochastic stationary and isotropic process of M dimensions with ¢ a matrix of L
variables and [ varying from 1 to L, i.e., t := {tq, ..., t; } that is used to describe each dimension of the
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process (e.g., t; can be a temporal variable, t, a spatial one etc.). Note that in this analysis the M
dimensions are considered independent to each other. Discretized processes are subject to a
sampling frequency D := {D;, ..., Dy;} and a response time 4 = {44, ..., 4, } as in the 1d case. Both D
and A have the same units with the corresponding variable t (e.g., if t;is a temporal variable
measured in seconds then D; and 4; will be measured also in seconds). Here, we focus only in the
case of D=A4>0. Also, for simplicity, we assume that all elements in D have the same magnitude (e.g.,
D;=1 sec, D,=1 km etc.) and so, we can use a unique symbol for that magnitude, i.e., |[D;| = D = A.
Finally, n denotes the total number of data in the Ld field. Thus, the discretized stochastic process

&(IA;‘ZAZLLAL) = &(A), for A >0, can be estimated from x as (Dimitriadis et al,, 2013):
A (ipA iLa
x(A) _ f(l’i—l)A f(iz—l)A J(ip-1)4 E(fll 52' R EL)dfldEZ dEL (55)
jad - AL

where i; € [1,n4],i; € [1,n,], ..., € [1,n,], are indices representing the serial number of each
observation associated with the corresponding variable t,,,

In Tables 12 and 13, we provide all necessary definitions and equations for the true continuous,
true discrete and most common estimators and estimations for the expected climacogram and
autocovariance for an Ld process (for the variogram and power spectrum see in Dimitriadis et al,,
2013).

Table 12: Climacogram definition and expressions for an Ld continue process, a discretized one, a
common estimator for the climacogram and the estimated value, based on this estimator.

Type Md climacogram
continuous Var [ftfll”‘"l fttLL+kL x(&y o & )dE; .. de] (T12-1)
space v = (kiky k)2
where k: = (ky, ..., ky), with k € R*, the vector of the scales.
discretized Y@ (k):=y(Aky, ..., Ak;) (T12-2)
space where k: = (i, ..., k), with k € N, the vector of all the dimensionless

scales for a discretized process.

classical (

~ 1
PO = ——— 3

2 -
1 KT a) Z?Llil@) (le 3)
1 (Z i x ) o

K/ =i (rp—D+1=4 nr

where n' = nyn, ...n;, k' = Kk, ...k, and I ranges from 1 to L

1—y@ @) /y® )
1—«'/n’

estimator nr/xr—1

expected value (T12-4)

Y@ (k)

E[7@ 0] =
of estimator —
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Table 13: Autocovariance definition and expressions for an Ld continue process, a discretized one, a
common estimator for the autocovariance and the estimated value, based on this estimator.

Type Md autocovariance
02 ((hyhy ... h)?y(h
continuous c(h) = Cov[g(t),g(t + h)] = (( 122 ZL) ¥ ( 2))
2Lah1 ahz ...ahL (T13‘1)
space

where h: = (hq, ..., h;), with h € R, the lag vector for the continue process.

AZL[(uluz ...uL)z}/l(iA)(u)]

discretized (4) = @ @7 _
a = Covly™ x| = o an] (T13-2)
space where w: = (uy, ..., u; ), with u € Z, the lag vector for the discretized process.
. n, (4 nLo @ -
classical 6@y = ymoin i@ Tipm T X @ _ DI s (T13-3)
estimator = MO N =iu N

where ((u) is usually taken as: N or N-1 or [[t_; (n, — u,.).

A - , 2 '
(T13-4)
. L _
of estimator —Hr=1(:15 i) y((n— u)A)), where u' = uju, ... u;.
For example, the Ld HK process is subject to the equation below:
(&(m) _ ,u) =4 K2L(1—H)(£j(4) _ Il) (56)
where u is the mean of the process x; x® and x(m) the same process at scale k.
The Ld climacogram and autocovariance in the continuous domain can be expressed as:
A
v(kg) = (57)

T N\2L(1-H)
(kg/a)

where kj is the geometric mean of scales ky, k5 .., ky, i.e, kg = \/kqk; ...k}, a is a scale parameter

in units of kg, so that y(kg) A, and similarly, h \/hz + h3 + -+ h? is the lag magnitude.

2L(1-H)
Similarly, for the autocovariance we have that c(h,,) = A(H (2H — 1)) / (hTm) .

For illustration we apply the HK process to the 2d climacograms of 2d images of sandstones
depicted at different spatial scales (Figure 14), and we estimate a Hurst parameter equal to 0.83
(Dimitriadis et al., 2017b). Note that the 2d SMA is initially suggested and implemented by
Koutsoyiannis et al. (2011; and references therein).
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Figure 14: Images of sandstone as seen from the SEM (50 um), from a polarizing microscope, (3.5
mm), from a hand specimen (with length approximately 5 cm) and a field outcrop (1 m). For more
information on the source, description and processing of the images see in Dimitriadis et al,
(2017b).

1.E+00 - o
1.E-01 -
b
<N 1E-02
&~ e microscale
1pos | © moderatescale
e mesoscale
e macroscale ‘ %
1.E-04 x | , |
1.E-05 1.E-03 1.E-01 1.E+01 1.E+03

kg (m)

Figure 15: Climacograms of sandstone images depicted at four different scales (source: Dimitriadis
etal, 2017b).

3.5 Prediction algorithms

In this section, we apply two types of prediction algorithms, an analogue prediction algorithm
based solely on observations without any use of models, and a stochastic prediction algorithm
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based on the preservation of the marginal distribution and dependence structure of a process,
permitting the prediction of unprecedented events such as extreme events. For other methods and
a comparison with numerous machine-learning ones (such as neural networks and random forests)
see Papacharalampous et al. (2017), and Tyralis and Papacharalampous (2017).

3.5.1 Analogue prediction algorithm

Here, we apply a deterministic data-driven model known as the analogue model (e.g., Koutsoyiannis
et al,, 2008), which is often used in chaotic systems. This model is purely data-driven, as it does not
use any mathematical expression between variables. Specifically, to predict a state s((t + l)A) at
future time /4 and based on h past states s((t -r+ 1)A), for r varying from 1 to h, we search the

database of all experiments or events to find k similar states (called neighbours or analogues),

S; ((tj —h+ I)A), so that for all j and r:

|sj ((tj -r+ 1)A) -s(t—-r+ 1)A)| <g (58)
where g is an error threshold.

Then, we find for each neighbour the state at time (tj + l)A, ie, s; ((tj + l)A), and predicts the
state at lead time l4 as (e.g., Dimitriadis et al., 2016b):

k

s((t+D4) = %Z 5 ((t —h+1)a) (59)

j=1

3.5.2 Stochastic prediction algorithm

Here, we describe the stochastic prediction model (Dimitriadis et al,, 2016b), which is a linear
stochastic model that predicts the state at lead time [4, i.e, s((t + l)A), based on the linear
aggregation of weighted past states, cqs((t —q+ 1)A), cq being the weighting factors. Before we
calculate the weights, we need to assume a model for the stochastic structure of each process. For
model fitting we choose the climacogram method since as already mentioned it results in smaller
estimation errors in comparison to autocovariance (or autocorrelation) and power spectrum for
this type of models. We then apply the best linear unbiased estimator (BLUE; (Koutsoyiannis and
Langousis, 2011, pp. 56-58), assuming stationarity, to estimate the weighting factors c,:

-1
C = ’;’; ;] ] (60)
where C = [cl, ...,cp,Z]; represents the vector of the weighting factors ¢, (for ¢ = 0,..,p) and { a
coefficient related to the Lagrange multiplier of the method; M, = Cov[gi_j], for all i, j = q is the
positive definite symmetric matrix whose elements are the true (included bias) autocovariances of
x, which represents the variable of interest (u, v, w, £ or ) and now is assumed random (denoted by
the underscore) for the application of this method; 5, = Cov[qu] for all g; 1 is the index for the
lead time (I > 0); the superscript T denotes the transpose of a matrix.
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4 Uncertainty and HK dynamics

Although a white noise process is considered as the most unpredictable of all the processes, this is
true only for very short-term predictions. For long-term predictions, which are of high interest
from an engineering point of view, the maximization of entropy, and thus the uncertainty, shows
that the most unpredictable process is the HK one (Koutsoyiannis, 2011). Therefore, it is only
natural to assume that, eventually, a stationary process will exhibit HK behaviour. In this section,
we show that the HK dynamics can arise not only in complicated deterministic systems, but in
geophysical ones such as high-frequency precipitation and surface wind and even in a simple game
such as die throw.

4.1 Complex natural systems

In principle, one should be able to predict the trajectory and outcome of a die throw solving the
classical deterministic equations of motion; however, the die has been a popular symbol of
randomness. This has been the case from ancient times, as revealed from the famous quotation by
Heraclitus (ca. 540-480 BC; Fragment 52) ‘Aiwv mails ¢ott mai{wv meooeVwv’ (‘Time is a child
playing, throwing dice’). Die’s first appearance in history is uncertain but, as evidenced by
archeological findings, games with cube-shaped dice have been widespread in ancient Greece,
Egypt and Persia (often in dice shaped bones). Often in history dice games were restricted or even
prohibited by law perhaps for the fear of gamblers’ growing passion to challenge uncertainty. Dice
were also used in temples as a form of divination for oracles (Vasilopoulou, 2003). From ancient
times, each side of the die represented one number from 1 to 6 so that the sum of two opposite
sides was always seven. Despite dice games originating from ancient times, little has been carried
out in terms of explicit trajectory determination through deterministic classical mechanics (cf,,
Kapitaniak et al., 2012; Nagler and Richter, 2008). Generally, a die throw is considered to be fair as
long as it is constructed with six symmetric and homogenous faces (Diaconis and Keller, 1989) and
for large initial rotational energy (Strzalko et al, 2010). However, statistical treatment of real
experiments with dice has not been uncommon. In a letter to Francis Galton (1894), Raphael
Weldon, a British statistician and evolutionary biologist, reported the results of 26,306 rolls from
12 different dice; the outcomes showed a statistically significant bias toward fives and sixes with an
observed frequency approximately 0.3377 against the theoretical one of 1/3 (cf.,, Labby, 2009).
Labby (2009) repeated Weldon's experiment (26,306 rolls from 12 dice) after automating the way
the die is released and reported outcomes close to those expected from a fair die (i.e., 1/6 for each
side). This result strengthened the assumption that Weldon’s dice was not fair by construction.
More recently, Strzalko et al. (2010) studied the Newtonian dynamics of a three dimensional die
throw and noticed that a larger probability of the outcome face of the die is towards the face
looking down at the beginning of the throw, which makes the die not fair by dynamics. The
probability of the die landing on any face should approach the same value for any face for large
values of the initial rotational and potential energy and large number of die bounces. Similar
experiments of coin tossing have also been examined in the past (Diaconis et al., 2007; Jaynes, 1957,
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ch. 10). According to Strzalko et al. (2010), a significant factor influencing the coin orientation and
final outcome is the coin’s bouncing. Specifically, they observed that successive impacts introduce a
small dependence on the initial conditions leading to a transient chaotic behaviour. Similar
observations are noticed in the analysis of Kapitaniak et al. (2012) in die trajectory, where lower
dependency in the initial conditions is noticed when die bounces are increasing and energy status is
decreasing. This observation allowed the speculation that as knowledge of the initial conditions
becomes more accurate, the die orientation with time and the final outcome of a die throw can be
more predictable and thus, the experiment tends to be repeatable. Nevertheless, in experiments
with no control of the surrounding environment, it is impractical to fully determine and reproduce
the initial conditions (e.g. initial orientation of the die, magnitude and direction of the initial or
angular momentum). Although in theory one could replicate in an exact way the initial condition of
a die throw, there could be numerous reasons the die path could change during its course and thus,
so would the outcome. Since the classical Newtonian laws can lead to chaotic trajectories, this
infinitesimal change could completely alter the rest of die’s trajectory and thus, the outcome. For
example, the smallest imperfections in die’s shape or inhomogeneities in its density, external forces
that may occur during the throw such as air viscosity or table’s friction and elasticity etc., could
vaguely alter dice orientation. Strzalko et al. (2010) and Nagler and Richter (2008) describe the die
throw behaviour as pseudorandom since its trajectory is governed by deterministic laws while it is
extremely sensitive to initial conditions. However, Koutsoyiannis (2010) argues that it is a false
dichotomy to distinguish deterministic from random. Rather randomness is none other than
unpredictability, which can emerge even if the dynamics is fully deterministic (see in section 4.1.2
for an example of a chaotic system resulting from the numerical solution of a set of linear
differential equations). According to this view, natural process predictability (rooted to
deterministic laws) and unpredictability (i.e., randomness) coexist and should not be considered as
separate or additive components (see also section 1.2). A characteristic example of a natural system
considered as fully predictable is the Earth’s orbital motion, which greatly affects the Earth’s
climate (e.g., Markonis and Koutsoyiannis, 2013). More specifically, the Earth’s location can become
unpredictable, given a scale of precision, in a finite time-window (35 to 50 Ma, according to Laskar,
1999). Since die trajectory is governed by deterministic laws, the related uncertainty should
emerge as in any other physical process and thus, there must also exist a time-window for which
predictability dominates over unpredictability. In other words, die trajectory should be predictable
for short horizons and unpredictable for large ones.

Here, we reconsider the uncertainty related to dice throwing (section 4.1.1). We conduct dice throw
experiments to estimate a predictability window in a practical manner without implementing
equations based on first principles. Furthermore, we apply the same models to high temporal
resolution series of rainfall intensity and wind speed (sections 4.1.2), occurring during smooth and
strong weather conditions, to acquire an insight on their similarities and differences in the process
uncertainty. The predictability windows are estimated based on the aforementioned two types of
models, the stochastic model fitted on experimental data using different time scales and the
deterministic-chaotic model that utilizes observed patterns assuming some repeatability in the
process (section 4.1.3). For validation reasons, the aforementioned models are also compared to
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benchmark ones. Certainly, the estimated predictability windows are of practical importance only
for the examined type of dice experiments and hydrometeorological process realizations;
nevertheless, this analysis can improve our perception of what predictability and unpredictability
(or randomness) are.

4.1.1 Experimental setup of dice throw

A simple mechanism is constructed with a box and a high speed camera in order to record the die
motion for further analysis. For this experiment we use a wooden box with dimensions 30 cm x 30
cm x 30 cm and white colour painted to easily distinguish it from the die. The die is of acetate
material with rounded corners, has dimensions 1.5 x 1.5 x 1.5 cm3 and weighs 4 g. Each side of the
die has been painted with a different colour: yellow, green, magenta, blue, red and black, for 1, 2, ...,
6 pips, respectively. Instead of the primary colour cyan, we use black to be easier traceable
contrasting to the white colour of the box. The height (30 cm) from which the die is released with
zero initial momentum or thrown, remained constant for all experiments. However, the die is
released or thrown with a random initial orientation and momentum, so that the results of this
study are independent of the initial conditions. Specifically, 123 die throws are performed in total,
52 with initial angular momentum in addition to the initial potential energy as well as 71 with the
initial potential energy only (Figure 16). Despite the similar initial energy status of the die throws,
the duration of each throw varied from 1 to 9 s, mostly due to the die’s cubic shape that allowed
energy to dissipate at different rates.

Figure 16: Mixed combination of frames taken from all die throw experiments for illustration
(source: Dimitriadis et al., 2016b).

Visualization of the die’s trajectory is done via a digital camera with 0.045 cm/pixel density of and
frame resolution rate of 120 Hz. The camera is placed in a fixed location and symmetrically at the
top of the box. The video is analysed to frame by frame and numerical codes are assigned to
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coloured pixels (based on the HSL system) and die’s position inside the box. Specifically, three
coordinates are recorded based on the Cartesian orthogonal system; the two horizontal ones are
taken from the box’s plan view while the die’s height above the box bottom is estimated from die’s
image size (the higher the die, the larger the die’s size in pixels). Moreover, the area of each colour
traced by the camera is estimated and then is transformed to a dimensionless value divided by the
total traced area of the die. In this manner, the orientation of the die in each frame can also be
estimated (with some observational error) through the traced colour triplets. Note that pixels not
assigned to any colour due to relatively low resolution and blurriness of the camera, are on average
approximately 30% of the total traced die area in each frame.

Finally, the audio signal is transformed to a dimensionless index from 0 to 1 (with 1 indicating the
highest sound produced in each experiment) and can be used to record the times the die bounces
colliding with the bottom or the sides of the box, contributing in this way to sudden changes in die’s
orientation, to its orbit and thus, to the final outcome. We observe that die bounces decay faster
than kinetic energy status (roughly estimated through linear velocity). Also, most of the die bounces
and energy dissipation occur approximately during initial 1.5 s, regardless of the initial conditions
of the die throw. Based on these observations, we expect predictability to improve after the first 1.5
s (Figure 18).
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Figure 17: Selected frames showing the die trajectory from experiments (a) 48 and (b) 78 (c, d)
their three Cartesian coordinates (denoted x, y. and z. for length, width and height, respectively);
(e) standardized audio index representing the sound the die makes when colliding with the box;
and (f) colour triplets (each of the 8 possible triplets corresponds to three neighbouring colours).
Source: Dimitriadis et al. (2016b).
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Figure 18: All experiments (a) standardized audios, showing the time the die collides with the box
(picks) and (b) linear velocities. Source: Dimitriadis et al. (2016b).

To describe the die orientation we use three variables (x, y and z) representing proportions of each
colour, as viewed from above, each of which varies in [-1,1], with x, y, z = 1 corresponding to black,
blue or green, respectively, and with x, y, z = -1 to the colour of the opposite side, that is yellow,
magenta or red, respectively (Table 14). In Figure 19 we show two examples of dice orientation
recorded through colour identification.

Table 14: Definition of variables x, y and z that represent proportions of each pair of opposite
colours (source: Dimitriadis et al., 2016b).

Value — -1 +1

Variable | Colour Pips Colour Pips

X yellow 1 black 6
y magenta 3 blue 4
vA red 5 green 2
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Figure 19: Time series of variables x, y and z for experiments 48 (a, b, c) and 78 (d, e, f); in both
experiments the outcome was green. Source: Dimitriadis et al. (2016b).

However, these variables are not stochastically independent to each other because of the obvious
relationship:

x| + Iyl +1z] = 1 (61)

The following transformation produces a set of independent variables u, v and w, where u and v
vary in [-1,1] and w is a two-valued variable taking either the value -1 or 1:

u=x+yv=x-—y,w=sign(z) (62)

The inverse transformation is:
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x=wW+v)/2,y=wWu—-v)/2,z= w(l — max(|u| + |v|)) (63)

In Figure 20, the plot of all experimental points and the probability density function (pdf) show that
u and v are independent and fairly uniformly distributed except the more probable states where u
+ v =0 (corresponding to one of the final outcomes). Note that w outcomes are also nearly uniform
with P(w = —1) = 54% and P(w = 1) = 46%.
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Figure 20: Plot of (a) all (x, y) and (u, v) points from all experiments and (b) the probability density
function of (u, v). Source: Dimitriadis et al. (2016b).

4.1.2 Hydrometeorological processes of high resolution

Here, we choose a set of high resolution time series of rainfall intensities (denoted by & and
measured in mm/h) and wind speed (denoted by ¥y and measured in m/s). The rainfall intensities
data set consists of seven time series with a 10 s time step recorded during various weather states
(such as low precipitation and storm events) and are provided by the Hydrometeorology
Laboratory at the lowa University (for more information regarding the database see Georgakakos
et al,, 1994). The wind speed database consists of five time series with a 1 min time step recorded
during various weather states (such as strong breeze and storm events) by a sonic anemometer on
a meteorological tower located at Beaumont KS and provided by NCAR/EOL
(http://data.eol.ucar.edu/). We have chosen these processes as they are of high interest in
hydrometeorology and often are also regarded as random-driven processes. For illustration we
show in Figure 21 a couple timeseries drawn from the above datasets.
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Figure 21: (a) Rainfall events 1 and 7 from Georgakakos et al. (1994) and (b) wind events 3 and 5
provided by NCAR/EOL.

4.1.3 Uncertainty evaluation and comparison

Here, we apply two types of prediction algorithms in each case and we compare them to each other
for the same process and to the other processes, in terms of the Nash and Sutcliffe (1970) efficiency
coefficient defined as:

n_ 3t (540 — 34(D)
_ 2
DN CHORINO)

(64)

where d is an index for the sequent number of the die experiments, rainfall or wind events; i
denotes time; n is the total number of the experiments, or of recorded rainfall or wind events (n =
123 for the die throw experiment, n = 7 for the rainfall and n = 5 for the wind events); b, is the total
number of recorded frames in the dth experiment, rainfall or wind event; § is the vector
(ﬁd(i), ﬁd(i),wd(i)), transformed from the originally observed (a?d(i),ﬁd(i),éd(i)), for the die
throw, the 1d rainfall intensity &;(i) for the rainfall events and the 1d wind speed 4(i) for the
wind events, with § the corresponding mean empirical discrete-time vector; and s is the discrete-
time vector estimated from the model.

Also, the prediction models described above are checked against two naive benchmark models. At
the first benchmark model (abbreviated B1), the prediction is the average state, i.e.:

s(t+D4)=0 (65)

where t4 is present time in s, I4 the lead time of prediction in s (I > 0) and 4 the sampling
frequency (equal to 1/120 seconds per frame for the die throw game, 10 seconds per record for the
rainfall events and 1 minute per record for the wind events). Although the zero state is not
permissible per se, the B1 is useful, as any model worse than that is totally useless. At the second
benchmark model (abbreviated B2), the prediction is the current state regardless of how long the
lead time (A4 is, i.e.:
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s((t+ D4) = s(td) (66)

The observed climacograms of the processes under investigation show the strong dependence of
the die orientation, rainfall intensity and wind speed in time (long-term, rather than short-term
persistence). This enables stochastic predictability up to a certain lead time. Here, we choose the
gHK model for the mathematical process, i.e., with climacogram y(x4) as in Table 8, where 4 is the
time resolution parameter, i.e.,, 1/120 s for the die experiments, 10 s for the rainfall events and 1
min for the wind events. For consideration of the bias effect due to varying sample sizes n of the die
experiments and rainfall and wind events, we estimate the average of all empirical climacograms
for experiments and events of similar sample size. However, due to the strong climacogram
structure of all three processes, the varying sample size has small effect on the shape of the
climacogram for scales approximately up to 10% of the sample size (following the rule of thumb for
this type of models, as analysed by Dimitriadis and Koutsoyiannis (2015a). Thus, we consider the
averaged empirical climacogram to represent the expected one. The fitted models are shown in
Figure 22 in terms of their climacograms. Their parameters are: for the u and v symmetric variables
of the dice process 4 = 0.6,q = 0.013 s and b = 0.83 (H = 0.6); for the w variable 1 = 1.635,q =
0.0082s and b =1.0 (H =0.5); for the rainfall process A = 12.874 mm?/h? q = 130s and
b =0.22 (H = 0.9); and for the wind process A = 65.84 m?/s?, ¢ = 86 min and b = 0.09 (H =
0.95). We observe that the scale parameter q and Hurst coefficient H are largest in the wind process
and smallest in the dice one.

Note that two additional criteria for the two above model parameters is that firstly, they should give
an efficiency coefficient greater than that of the B2 model (at least for most of the lead times) and
secondly, their efficiency values are estimated from a reasonable large set of tracked neighbours
(>10% of the total number of realizations for each process). Due to high variances of the time
averaged process (which correspond to high autocorrelations), it is expected that the B2 model will
work well, for fairly small lead times. Next, we depict the results for the four models for the 48t die
experiment, the 1st rainfall event and the 3rd wind event (Figure 23). The stochastic model provides
relatively good predictions (F = 0.5 and efficiency coefficients larger than the B2 and B1 models)
for lead times I4 < 0.1 s for the die experiments (with a range of approximately 0.05 to 0.5 s), £ 5
min for the rainfall events (with a range of approximately 1 min to 30 min) and < 1 h for the wind
events (with a range of approximately 0.1 h to 2 h). The analogue model gives smaller F values than
the B2 model for the die experiments and the wind process and larger in case of the rainfall process
(but smaller than the stochastic model). Predictability is generally good for small lead times;
however, the situation deteriorates for larger ones. Finally, we define and estimate the
predictability-window (that is the window beyond which the process is considered as
unpredictable), as the time-window beyond which the efficiency coefficient F becomes negative.
Specifically, predictability is superior to the case of a pure random process (B1) for lead times IA<
1.5 s for the die throw process, [A< 1 h for the rainfall process and IA< 4 h for the wind process.
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Figure 22: True, expected and averaged empirical climacograms for (a) u and v, (b) w, (c) £ and (d)
Y. Source: Dimitriadis et al. (2016b).

Next in Figure 24, we show the sensitivity analysis applied to each process and for both stochastic
and analogue models. Specifically, we apply a variety of p values (i.e.,, number of past states that the
model assumes the future state is depending on) for the stochastic model and combinations of h
(same as p) and g (i.e., error threshold value for selecting neighbours) values for the analogue one.
Employing a sensitivity analysis to the analogue model, we conclude that for the die process a value
of p = 20 (which corresponds to time length ~0. 17 s) works relatively well (on the concept that it is
a small value giving a large F), for [ varying from 8 ms to 1.5 s (for larger values of p we have
negligible improvement of the efficiency). Similarly, for the rainfall process, we concluded that p =
150 s is adequate, for [ varying from 10 s to 1 h (the variation of I is set equal to half the minimum
duration between events). Finally, for the wind process, we concluded that p = 5 min works well, for
[ varying from 1 min to 6 h. Applying a sensitivity analysis for the stochastic model, we found that a
number of past values h= 15 (which corresponds to time length ~0.125 s) and a threshold g = 0.5
work relatively well for the die process. Similarly, for the rainfall process, we conclude that h = 15
(which corresponds to time length 150 s) and a threshold g = 2 mm/h works well. Finally, we
concluded that h = 5 (which corresponds to time length 5 min) and a threshold g = 0.5 m/s works
well for the wind process.
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Figure 23: Comparisons of B1, B2, stochastic and analogue models for the die experiment (a and b),
the observed rainfall intensities (c and d) and the observed wind speed (e and f). The left column (a,
c and e) represents the application of the models to all experiments and events and the right
column (b, d and f) to individual ones. Source: Dimitriadis et al. (2016b).
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Figure 24: Sensitivity analyses of the stochastic and analogue model parameters for the die
experiment (a and b), the rainfall intensities (c and d) and the wind speed (e and f). Source:

Dimitriadis et al. (2016Db).

4.2 Deterministic systems

Here, we show various examples of deterministic systems and application to benchmark and real-
case scenarios. By definition, these systems will exhibit Markov behaviour rather than HK, and
therefore, their window of predictability is expected to be short, a result which contradicts our
experience and thus, reality.
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4.2.1 A classical deterministic system

As a prelude example, we apply all models described above to a set of timeseries produced by
numerically solving the classical Lorenz (1963) chaotic system of differential equations.
Specifically, using the Runge-Kutta integration approach (Press et al., 2007), we produce n = 100
timeseries of the Lorenz-system dimensionless variables (denoted Xi, Y. and Z.), with randomly
varying initial values of variables between -1 and 1, a time step of di=4=0.01 (dimensionless), a
total time length of T1=103 (so, each timeseries contains N = 105 data) and with the classical Lorenz-
system dimensionless parameters of 01=10, r.=8 and b1.=8/3 (Lorenz, 1963):

dxi,
at = o, (Y, — X1)

dx

d—tL =nX, - Y, — X.Z. (67)
dXy,

The 5t timeseries is shown in Figure 25 along with the results from the stochastic and analogue
models. The estimated parameters for the best fitted (Markov-type) stochastic model are
A=72.8,q = 0.13 for X. process, 4 = 93.1,q = 0.0836 for Y., and 1 = 272,q = 0.0007 for Zi, with
b = 1.0 (H = 0.5) for all processes. From the analysis, we concluded that the analogue model, with
h = 2 (which corresponds to time length 0.02 s) and a threshold of g = 0.1, works very well as
opposed to the stochastic model whose efficiency factor is always lower than the one
corresponding to B2 model. We believe this is because the system’s dynamics is relatively simple
and no other factors affect the trajectory. Such conditions are never the case in a natural process
and thus, the performance of the analogue model is usually of the same order (given there are many
data available, in contrast with the stochastic which can be set up with much fewer data). Finally,
we can also see here, that predictability is generally superior to a pure random process (B1), for
lead times lA< 1.
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Figure 25: (a) Values of Xi, Y1, and Z, plotted at a time interval of 0.1, for the 5th timeseries produced
by integrating the classical Lorenz’s chaotic system of equations, (b) observed climacogram as well
as its true and expected values for the fitted stochastic gHK model (average of Xi, Y. and Z.
processes), (c) sensitivity analysis of the analogue and stochastic models and (d) comparison of the
optimum stochastic and analogue models with B1 and B2. Source: Dimitriadis et al. (2016b).

4.2.2 Comparison between deterministic systems of high complexity

Here, we show some examples of deterministic systems of simplified hydraulic wave inundation
models. Although all parameters and equations are a priori selected and known in an exact way, we
show that they exhibit a large sensitivity to initial and boundary conditions (e.g., Efstratiadis et al,,
2014) as well as to discretization schemes (Dimitriadis et al., 2016c; Papaioannou et al., 2016).

In general, flood routing models solve part (e.g., Koussis, 2009) or the full one-dimensional (1d)
Saint-Venant continuity and momentum depth-averaged equations in the longitudinal direction (1d
models) or, additionally, in the lateral direction (quasi-2d or 2d models; e.g., Tsakiris and Bellos,
2014). The 1d Saint-Venant continuity and momentum equations are (Chow et al., 1988, p. 279):

04 0Q
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where Q is the discharge, A is the wetted area, g is the gravity acceleration, w is the water depth, S,
is the longitudinal bed slope (expressing the gravitational force), S, is the energy (or else friction)

slope, and dw/ dx, %E)Q/ Jdt and %G(QZ/A)/ Jx represent the pressure gradient and the local and

convective acceleration terms of the momentum equation.

The three hydraulic tools that are used in next analyses are described briefly below.

HEC-RAS

HEC-RAS is a widely used hydraulic software tool developed by the U.S Army Corps of Engineers,
which is wusually combined with the HEC-HMS platform for hydrological simulations
(hec.usace.army.mil). HEC-RAS employs 1d flood routing in both steady and unsteady flow
conditions by applying an implicit-forward finite difference scheme between successive sections of
flexible geometry. Due to the 1d nature of the model, the discharge is distributed within the whole
cross section in the longitudinal direction. This can create difficulties when multiple flow directions
are required or when the flow exchange between the channel and the floodplain cannot be
neglected. However, it can sufficiently represent the topography since it is not raster-based, it has
quite low computational cost and it is very powerful in 1d steady flow simulations. The steady flow
scheme is based on the solution of the 1d energy equation (for gradually-varied conditions) or the
momentum equation (for rapidly-varied conditions) between two successive cross sections:

V,? V2 - V,? V2
AY+a22—g—a12—g=LSe+C azz—g—alz—g (70)
Q2 Q1 (A, —AT) =
b,——b; — — —=g(5, - S 71
zAZ 1A1 g L g(S, e) (71)

where Y is the water surface elevation and AY is the residual between the upstream and
downstream cross sections, Q, A1 and Q,, A, are the discharge and wetted area of the upstream
and downstream cross sections, a;, b; and a,, b, are velocity and momentum correction
coefficients (for a non-uniform distribution), L is the flow-weighted reach length, S, is the
representative energy slope between two cross sections and C is the expansion or contraction loss
coefficient (representing the magnitude of the loss of energy between two expanding or contracting
cross sections).

For unsteady conditions, the model uses the 1d Saint-Venant set of equations:
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where the subscripts c and f refer to the channel and floodplain, a variable specifying how flow is
partitioned between the channel and floodplain:
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with A, P. and Ay, P¢ are the wetted area and perimeter, related to the channel and floodplain,
respectively. Note that the energy slope is approximated by the Manning’s equation.

Further details on the mathematical background of HEC-RAS are provided in the associated
documentation manual (Brunner, 2010).

LISFLOOD-FP

LISFLOOD-FP (bristol.ac.uk) is a quasi-2d, raster-based model that is appropriate for both steady
and unsteady flow conditions. It allows using a high resolution grid-based topographic terrain and
is more suitable for large basins with wide and shallow channels, since it assumes a rectangular
channel section and so, it approximates the wetted perimeter by the channel width. It can process
up to 106 grid cells, thus being suitable for implementing probabilistic investigations based on
Monte Carlo approaches. The channel’s flood routing is handled using the 1d kinematic wave (in
case of positively varying channel gradient) or the diffusive wave (in case of negative channel
gradient), which are solved with a backward-implicit numerical scheme. The diffusive wave scheme
is also used for lateral flow propagation (floodplain inundation), where the 1d channel and
floodplain routings are linked via a quasi, two-dimensional continuity equation (Bates et al., 2013):

94 9Q

Frir ik (75)
ow  QZn2p*/3
ax + Atz So=0 (76)

where q is the flow exerting from the channel to the floodplain. In this approach, it is assumed that
the flow between two adjacent cells is linearly interpolated between the known water depths of the
cells.

FLO-2d

FLO-2d basic (flo-2d.com) is also raster-based and allows for flexible geometry of the channel and
the floodplain terrain. It solves the 1d Saint-Venant set of equations using an explicit-central finite
difference scheme and, thus, it can describe in a more detail the flow wave propagation along the
channel and floodplain. It is more suitable for large grid cell size since it may be time consuming
when processing a high number of cells. For the floodplain, the equations of motion are applied by
computing independently the average flow velocity across each one of eight potential flow
directions (O’brien, 2007):
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where V is the depth-averaged velocity in one of the eight flow longitudinal directions, while the
energy slope component S, is based on the Manning’s equation.

Flow and boundary conditions

In all the above models, two boundary conditions are required, which are usually set at the
upstream end of the channel through an imposed inflow as well as the assumption of uniform water
depths at the upstream and downstream end (kinematic wave condition). Although an imposed
depth would result in more stable solutions than the condition of uniform flow, we choose the latter
since, in practice, it is rare to know the temporal evolution of the water depth at a specific location.
The models compute the appropriate time step based on the Courant number stability criteria
(Courant et al., 1959).

It can be illustrated that the uncertainty of the flood volume (which can be regarded as the wetted
area over length) corresponding to a triangular cross section is often larger than that of a
rectangular one. This is due to the fact that the area of a triangular cross section is a function of the
square of the water depth w, i.e., 4; = z w2, where z is the tangent of the interior angle of the section,
in contrast to the rectangular one which is linear function of w, i.e., A.=b w, where b is the section
width. Considering the uncertainty associated to a random variable as being proportional to its
variation coefficient C;, and the water depth as being stochastically independent of the geometrical
characteristics of the channel, we get for the rectangular cross section that C,? [Ar] = Var[ér] /
E2[A.], which after algebraic manipulations C,*[4;] = (C,*[b] + 1)E[w?]/E?[w] -1 and
equivalently for the triangular cross section we get C,*[4] = (C,*[z] + 1)E[w*]/E?[w?] - 1.
Furthermore, considering the water depth as being uniformly distributed, i.e., w~U(0,2u), with u
its mean value, we have that CVZ[AF] = %(CVZ[Q] + 1) — 1 and equivalently, CVZ[At] = S(Cvz[g] +
1) — 1. Thus, if we assume that CV[Q] ~ Cv[g], then CV[Ar] < CV[At]. For this reason, we apply a
triangular-like cross section (Figure 26), which appears quite often in field (compared to the
rectangular one). Moreover, this type of section permits the development of lateral flow wave
propagation (as opposed to the rectangular one) and thus, is convenient for observing the
differences between 1d and 2d models.

Benchmark experiments

Initially, we test the above models in theoretical applications to identify the impacts of the different
mathematical schemes and other assumptions in terms of uncertainty. In this respect, we employ
sensitivity analysis against the most important hydraulic variables (inflow, channel and floodplain
slope and roughness), as well as the model resolution (see Figure 26 and Table 15).

We consider six model configurations, by running HEC-RAS and LISFLOOD-FP in both steady and
unsteady conditions, and FLO-2d with including or not the wave propagation along the channel.
Note that when we omit the channel’s flow propagation we still apply the channel’s friction at the
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same cells that would be overlaid by the channel. Also, when we refer to unsteady conditions (but
with constant inflow), we mean that at the beginning we apply an increasing (i.e., starting from
zero) inflow and then we stabilize it to the desired constant value, in order to achieve steady state
conditions (i.e., no change in the water surface profile).

3 km
3 km

g gf

\d@a/

C
@ 1.6 km (b) 1.6km () 1.6 km

Figure 26: Layout of benchmark tests and associated input variables: (a) perspective view, (b) plan
view, and (c) cross sectional view, where solid lines represent the continuous geometry,
implemented within HEC-RAS, while dashed lines represent the raster-based geometry,
implemented within LISFLOOD-FP and FLO-2d (d. represents the channel depth; for rest of symbols
please refer to Table 15). Source: Dimitriadis et al. (2016b).

Table 15: Variables used within sensitivity analysis and associated range of feasible values; all
variables are uniformly distributed, except for the model resolution determined by the channel
width, which takes three discrete values with equal probability (25, 50 or 100 m).

variable symbol and units min max
upstream flow Q (m3/s) 100 5000
longitudinal gradient g, (%) 0.1 5
lateral gradient g, (%) 0.1 5
roughness coefficients (channel) ne 0.01 0.1
roughness coefficients (floodplain) ng 0.05 0.3
model resolution (= channel width) ¢ (m) 25,50,100

Input data and model setup

The channel and floodplain geometry are chosen in such a way to be similar in all models. We
consider the mixed section shown above, which is a typical approximation of a river and its
floodplains. Its geometry is defined by the channel width ¢ and the lateral gradient g¢. The channel
width is equal to the size of the model resolution and is allowed to take three values, i.e., 25, 50 and
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100 m. For simplicity, the depth of the channel d.. is determined by the intersection of the right and
left floodplain section, thus it is set equal to d. = cgs/2. The longitudinal gradient g, is constant
along the channel and floodplain. The channel length is L. = 3 km, in order to approximate uniform
flow conditions downstream, while the floodplain width is L¢ = 1.6 km, in order to ensure that it is
never fully flooded, for the given geometry and the examined flow conditions. The representation of
the actual layout differs according to the model structure. In HEC-RAS, we consider a discrete
number of cross-sections at same distances, which are set equal to the channel width ¢, each one
preserving the actual geometry. Therefore, the number of cross-sections is by definition L./c + 1. On
the other hand, in LISFLOOD-FP and FLO-2d, the geometry is approximated by a grid of (Lc/c) x
(Lt/c) cells, since the models are raster-based.

The inflow Q is applied to the upstream section, in HEC-RAS, or cell, in the other two models. In
order to assess the performance of the three models against multiple flow conditions, we
investigate a large range of inflow values, employing the steady flow scheme as well as the unsteady
one. In the second case, we assign a synthetic hydrograph of 48 h duration, in which discharge
slowly increases from zero to the desired value, within first 24 h, and then remains constant until
reaching steady state conditions. We remark that FLO-2d is only examined for non-steady
conditions, assuming both the full structure as well as the simplified structure in which the channel
flow propagation is omitted. Next, these two configurations will be marked as “with channel” and
“no channel”, respectively. Finally, different Manning’s roughness coefficients are set for the
channel and floodplain, symbolized n. and ny, respectively.

Setup of Monte Carlo simulations

Sensitivity analysis in based on a Monte-Carlo approach, by generating 1500 random values for
each of the six variables (resulting to 1500 parameter sets for each model configuration). For
continuous variables, we generate independent random values from a uniform distribution in the
range given in Table 15, while for the channel width, which also determines the model resolution,
we generate three equally-distributed discrete values (25, 50 and 100 m). The number of
simulations is chosen to ensure a satisfactory accuracy in statistical estimations.

For each simulation and each model configuration we record the water depths at the upstream and
downstream section (or cell), symbolized w, and wy, respectively. We also record the flood volume,
Vi, over the entire model domain. For each of the three output variables we employ typical
statistical analysis, focused on the quantification of their uncertainty. In particular, we calculate the
main statistical characteristics (mean, variance, skewness and kurtosis) and we extract their g-q
and box-plots. Moreover, we calculate their cross-correlation coefficients with all inputs variables.

Monte Carlo simulation results

We chose to perform 1500 simulations for each one of the six model configurations, to balance the
computational cost with an adequate quantitative analysis with an equivalent of more than three
values per input variable (i.e.,, 15001/¢ = 3.4). In Figure 27, we show the moving average of the
coefficient of variation C, (i.e., the ratio of standard deviation over mean) for the uniform depths
upstream, w,,, and downstream, wy, of the channel’s cell/section, as well as for the flood volume V;.
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For comparison, we also show the depths estimated from the Manning’s equation, assuming a

triangular cross section, i.e., w, = ﬁ(ngnf/\/a)3/8. We observe that all variables have nearly
reached a constant value, which strengthens the fact that the chosen number of simulations is
adequate. We also underline that the HEC-RAS wy and LISFLOOD-FP wy, lines for the steady-state
scheme coincide to the HEC-RAS and LISFLOOD-FP unsteady ones, respectively. Additionally, we
remark that the HEC-RAS steady and unsteady V; lines coincide to each other.
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Figure 27: Moving average of (a) coefficient of variation, C,, for all model configurations of the
water depth of the channels’ upstream and downstream cell/section, and (b) mean, g, (c) standard
deviation, o, and (d) C, for the flood volume. Source: Dimitriadis et al. (2016b).

In Table 16 we show the statistical characteristics (moment coefficients and cross correlations) of
the examined output variables, estimated from the full samples (i.e, 1500 values per model
configuration). The cross correlations between the input and output variables show that all output
variables are an increase function of the inflow discharge and channel and floodplain roughness
coefficients (same between the total flood volume and the lateral gradient) as well as a decrease
function of the longitudinal gradient and model resolution (same between the upstream and
downstream depths and the lateral gradient). Particularly, the largest correlations correspond to
the inflow discharge, followed by the channel and floodplain slopes and roughness coefficients and
with the model resolution having the smallest correlations.
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Table 16: Central moments’ variation (denoted C,), skewness (denoted () and excess kurtosis
(denoted C}) coefficients (using the unbiased classical estimators) for each model applied as well as

cross correlation coefficients between the input and output variables. Source: Dimitriadis et al.
(2016b).

variable model Cy C Cx Q g gs N ng c
W, uniform depth 0.5 09 1.4 05 -03 05 04 ~0 ~0
HEC-RAS (steady) 05 11 2.2 06 -04 03 04 01 -02
HEC-RAS (unsteady) 06 14 40 05 -03 03 03 01 -02
LISFLOOD-FP (steady) 07 18 51 06 -04 ~0 04 ~0 -03
i LISFLOOD-FP (unsteady) 07 18 51 06 -04 ~0 04 ~0 -03
FLO-2d (no channel) 04 04 ~0 07 -02 03 ~0 05 -01
FLO-2d (with channel) 05 03 ~0 08 -03 01 01 02 -04
HEC-RAS (steady) 05 11 24 06 -04 03 03 01 -02
HEC-RAS (unsteady) 05 1.2 24 06 -04 03 04 01 -02
LISFLOOD-FP (steady) 07 18 50 06 -04 01 04 ~0 -03
W LISFLOOD-FP (unsteady) 06 14 32 06 -03 01 04 ~0 -03
FLO-2d (no channel) 04 04 -05 07 -02 03 01 05 -02
FLO-2d (with channel) 07 06 -01 06 -03 ~0 04 02 -04
HEC-RAS (steady) 10 25 97 05 -04 -03 03 02 -01
HEC-RAS (unsteady) 1.2 64 896 04 -03 -03 02 01 -01
LISFLOOD-FP (steady) 1.7 44 307 04 -04 -03 03 ~0 -03
Vi LISFLOOD-FP (unsteady) 1.5 43 290 04 -04 -02 03 ~0 -02
FLO-2d (no channel) 0.7 15 36 07 -04 -02 ~0 04 01
FLO-2d (with channel) 09 19 58 06 -04 -04 03 02 -01

In Figure 28 we show the g-q and box-plots for each output variable and each model configuration.
All variables are characterized by positive skewness, with the larger one corresponding to the total
flood volume. Additionally, the latter variable exhibits heavy positive tails, as also indicated by the
kurtosis values shown in Table 16. In particular, the more complicated the model structure is the
less heavy is the positive tail of the empirical distribution. These outcomes are of major importance
in hydrological design and therefore, the application of average values to crucial model inputs (e.g.,
discharge, roughness coefficients etc.) may lead to over-designing, while, in contrast, the
application of the most probable values may result in severe underestimations. This can be even
deteriorated when the above variables exhibit heavy tails, since the mean would further deviate
from the mode value. Also, a heavy-tailed variable encloses higher uncertainty, since its prediction
intervals are wider, thus there is a higher probability for extreme values to occur.

In Figure 28 we also observe that the prediction intervals of LISFLOOD-FP (unsteady conditions)
are 1.5 times wider than the other models for the upstream depth, whereas for the downstream
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depth, HEC-RAS and LISFLOOD-FP (steady-state) intervals are approximately double more wide
(compared to the upstream depth). Also, FLO-2d exhibits similar intervals, compared to the
uniform depth ones, for the upstream depth and two times narrower for the downstream one.
Regarding flood volumes, HEC-RAS (unsteady) and LISFLOOD-FP (steady-state) exhibit wider
intervals while the rest are close to each other. It is noted that wider intervals enclose larger
variability and therefore, uncertainty. The aforementioned differences are due to the different
schemes, initial and hydraulic conditions made by each model and highlight the large uncertainty
that one should encounter in flood modelling.

Furthermore, in Figure 28 we observe that at the left and right tail of the flood volume distribution
all models deviate from normality, with HEC-RAS exhibiting the largest deviation, followed by
LISFLOOD-FP and FLO-2d. This can be explained by the fact that HEC-RAS is by construction 1d,
while the other two models are quasi-2d. Therefore, they can better approximate the lateral flow
attenuation along the floodplain, especially in mild topographic gradients, and thus, they would
require less discharge to capture a target flooded area. Also, FLO-2d uses the dynamic wave and so,
it can better approximate the floodplain attenuation in comparison to the diffusive wave of the
LISFLOOD-FP, which omits the local and convective acceleration terms. However, the use of extra
terms significantly increases the computational burden. In average, HEC-RAS (steady) requires
approximately 1 s per simulation, HEC-RAS (unsteady) requires 5 s, LISFLOOD-FP (steady and
unsteady) requires roughly 10 s for all cell sizes and FLO-2d requires up to 2 min, 15 minand 1.5 h
for cell sizes 100, 50 and 25 m, respectively (all simulations are performed with an Intel Core i7-
2600 @ 3.40GHz processor). Note that HEC-RAS includes 30, 60 and 120 cross sections and both
LISFLOOD-FP and FLO-2d include approximately 500, 2000 and 8000 grid cells, for cell sizes 100,
50 and 25 m, respectively.
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Figure 28: qqg-plots and box-plots of the water depth of the channels’ (a-b) upstream and (c-d)
downstream cell/section as well as of the (e-f) total volume of the flooded area. Note that the water
depths and flood volume are first standardized (i.e., the residual from their average value is divided
with their standard deviation). Source: Dimitriadis et al. (2016b).

Model sensitivity against roughness coefficients

It is well-known that the roughness coefficient is one of the most difficult parameters to estimate in
hydraulic modelling. A major issue is the different sensitivity of each model against the roughness
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assigned to the channel and the floodplain. In general, we expect the flood inundation to exhibit a
larger sensitivity to the channel friction rather than to the floodplain one, since the wave is carried
primarily by the channel while the floodplain acts merely as additional storage (Cunge et al., 1980;
Hunter et al, 2005). The above statement is in accordance with the computed correlation
coefficients between the three output variables (upstream and downstream depths and flood
volume) and all the input variables. Specifically, we observe that for the flood volume, HEC-RAS
exhibits the largest correlation to the floodplain friction, followed by FLO-2d. On the other hand,
LISFLOOD-FP exhibits minor only correlation. For the channel friction, HEC-RAS flood volume’s
correlation is larger than the floodplain one and similar for all models (except for the “no channel”
configuration of FLO-2d, which is expected to be small). The differences in the sensitivity against
the two roughness coefficients can be also illustrated through the estimation of the longitudinal and
lateral momentums, where the former is expected to highly outrange the latter one. In Figure 29 we
provide an example from LISFLOOD-FP, for the case of non-steady conditions.
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Figure 29: Contour maps of (a) water depths, (b) lateral flows, and (c) longitudinal flows produced
by LISFLOOD-FP (unsteady), for @ = 2500 m3/s, n; = 0.10,n, = 0.07, g, = 2.5%, g, = 2.8% and ¢ =
50 m. Source: Dimitriadis et al. (2016c).

0

Evaluation of uncertainty issues

In order to obtain a rough estimate on the uncertainty associated with the magnitude of each input
variable, we calculate the variation coefficient for each model against clustered samples of each
input variable. In particular, we formulate three equally sized clusters, with low, medium and high
values. In Figure 30, we show the relationship between the flood volume uncertainty against each
input variable and each model configuration. In general, we observe that for approximately all
cases, uncertainty decreases with increasing Q, g, and n., while it increases with increasing gy, ny
and c. The most important source of uncertainty is the channel’s roughness coefficient n, followed
by the floodplain’s one n; and the inflow discharge Q. Regarding the rest of the examined inputs,
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their range of variability is quite similar to each other and slightly smaller than the aforementioned
three variables one. Finally, in Figure 30, we also show the variability coefficients for each model as
well as the overall one, which is larger than their average value. A direct outcome of the above
investigations is that since the uncertainty related to an output variable (e.g., water depth) varies
significantly, so will do the hydraulic profile. This can completely alter the whole behaviour of the
flow if for example the profile includes a hydraulic jump from a switch of super-critical flow to sub-
critical one. It is interesting to remark that from the 1500 sets generated through the Monte Carlo
method, we observe upstream sub-critical flow in 50% of simulations with HEC-RAS, 60% with
LISFLOOD-FP (steady), 30% with LISFLOOD-FP (unsteady), 90% with FLO-2d (no channel) and
65% with FLO-2d (with channel). An important conclusion is that the uncertainty related to a
specific input variable can sometimes outperform the uncertainty related to different models,
schemes or conditions. The latter statement can be important in flood risk assessment, since it
raises the question whether saving computational time can always outbalance the cost of in situ
measurements (e.g., for accurate representation of geometry) in estimating a narrower variability
range for an input variable or in choosing which modelling scheme or flow condition is the most
appropriate for a particular case study.

As shown in the above analysis, uncertainty can be introduced in fully deterministic non-linear
systems with however, a short-term persistent behaviour as shown in Table 17, where a strong lag-
one cross-correlation between different models and schemes is apparent with all the larger lags
corresponding to approximately zero values.

Table 17: First order correlation between various hydraulic models and schemes as estimated from
the sensitivity analysis. Source: Dimitriadis et al. (2016c).

steady  unsteady steady unsteady nochannel  with channel
p1 of downstream depth

(HecRac) (HecRac) (Lisflood) (Lisflood) (Flo2d) (Flo2d)
steady (HecRac) 1 0.998 0.510 0.519 0.455 0.484
unsteady (HecRac) 0.998 1 0.512 0.521 0.452 0.485
steady (Lisflood) 0.510 0.512 1 0.982 0.712 0.903
unsteady (Lisflood) 0.519 0.521 0.982 1 0.733 0.922
no channel (Flo2d) 0.455 0.452 0.712 0.733 1 0.799
with channel (Flo2d) 0.484 0.485 0.903 0.922 0.799 1
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Figure 30: Variation coefficients of the flood volume vs. grouped input variables (coloured solid

lines), averaged per model (coloured dashed lines) and averaged (overall) for all models (black
line). Note that each variation coefficient is estimated from 500 (=1500/3), 1500 and 9000 ( =
1500x6) values, respectively. Also note that the overall variation coefficients of HEC-RAS, for steady

and unsteady conditions, coincide with each other. Source: Dimitriadis et al. (2016c).
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4.3 HKdynamic as a measure of uncertainty

The importance of taking into consideration and robustly handling the HK behaviour in hydrology
and beyond lies within the understanding and prediction of the interactions between the processes
of climate dynamics (from microscale to macroscale) as well as between other fields such as society
and water (Montanari et al., 2013). A key observation from the above analysis is that the more
chaotic and complex a process is, the larger is the introduced uncertainty (unpredictability or
equivalently the predictability time window) and the stronger is the HK behaviour (through the
estimated Hurst parameter). Particularly, a die’s trajectory is fairly predictable for time windows of
approximately 0.1 s, and this time window becomes 5 min for rainfall intensity and 1 h for wind
speeds. Thus, dice seems to behave like any other common physical system: predictable for short
horizons, unpredictable for long horizons. The main difference of dice trajectories from other
common physical systems is that they enable unpredictability very quickly. Also, the largest Hurst
parameter corresponds to the process of local wind events (H = 0.95), the intermediate to the
process of local rainfall events (H = 0.9) and the smallest one to the die process (0.6 < H < 0.5).
Conversely, if averages at large time scales are considered, then the dice will become more
predictable as it will soon develop a time average of 3.5; this is also strengthened by the fact that
die is orientation-limited to a combination of six faces, while rainfall and wind processes have
infinite possible patterns and thus, can be more unpredictable for long horizons and long time
scales.

As far as the examined purely deterministic systems, it is well-known that solutions of stochastic
differential equations (such as the Fokker-Planck; Papoulis, 1991) cannot result in an HK
behaviour and can be adequately approximated by Markov chain Monte-Carlo algorithms (e.g.,
Infante et al., 2016, and references therein). However, natural processes with HK behaviour abound
in literature. For example, turbulent processes exhibit such long-term persistent behaviour (e.g.,
Dimitriadis et al.,, 2016a, and references therein), recently in ecosystem variability (Pappas et al,,
2017) as well as most geophysical processes as verified in several cases (Koutsoyiannis, 2003;
O’Connell et al,, 2016; Sakalauskiené, 2003), and specifically in key hydrometeorological processes
such as: river discharge and stage (Hurst, 1951; Koutsoyiannis et al., 2008; Markonis et al., 2017);
solar radiation and wind speed (Koutsoyiannis et al., 2017; Tsekouras and Koutsoyiannis, 2014;
Koudouris et al., 2017); precipitation (Iliopoulou et al., 2016; Dimitriadis et al., 2016a; Markonis
and Koutsoyiannis, 2016); paleoclimatic temperature reconstructions (Markonis and
Koutsoyiannis, 2013); temperature and dew point (Koutsoyiannis et al,, 2017; Lerias et al., 2016)
and thus, humidity; potential evapotranspiration which can be adequately evaluated only by
temperature and deterministic extraterrestrial radiation (Tegos et al., 2017) and therefore, a
similar Hurst parameter as in temperature is expected; but also other renewable-energy related
processes, such as wave energy and period (Moschos et al, 2017), as well as processes used in
energy production and management (Chalakatevaki et al., 2017; Papoulakos et al, 2017; Tyralis et
al, 2017; Mayrogeorgios et al., 2017), but also weather finance models (Karakatsanis et al., 2017).
Interestingly, in most of the aforementioned processes (if treated properly within a robust physical
and statistical framework, e.g. by adjusting the process for sampling errors as well as discretization
and bias effects) the Hurst parameter is estimated at the range 0.8 to 0.85, as indicated by Hurst
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(1951) decades ago (Cohn and Lins, 2005), and particularly, around 5/6 as estimated for the grid-
turbulence process through one of the longest and freely available time series in geophysics
(Dimitriadis et al., 2016a; see also the analysis in section 5).

Classical statistics (such as the t-test for approximately normal distribution of the sample mean; the
Mann-Whitney test for comparison of differences between two samples, e.g. see Dimitriadis D. et al,,
2016, for an application between a biomedical and a psychiatric process; the ANOVA test for
analyzing the differences among various sample means, e.g. see Mitrou et al, 2015, for an
application to diabetes) are useful for processes where there is no adequate information (due to the
small sample sizes) and there are indications of close-to-normal distributions as well as short-term
(regular and joint) correlations. However, the discussed uncertainty induced by each hydroclimatic
processes can be even higher due to the cross-correlation in between these processes (e.g., see
implication in trend test in Serinaldi et al., 2017; and to joint occurrence of extremes in Serinaldi,
2015). In such cases, a modified test should be introduced that takes into account the possible long-
term dependency between the processes such as the one proposed in Koskinas et al. (2018) and
references therein.
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5 Application to microscale turbulent processes

Stochastic modelling and probabilistic approaches in general, have been proven useful in the
investigation of processes that resist a deterministic description, such as turbulence (e.g,
Dimitriadis et al., 2016a; Frisch, ch. 3, 2006; Kraichnan, 1991, ch. 1; McDonough, ch. 1, 2004). For
example, various physical interpretations of geophysical processes are based on the power
spectrum and/or autocovariance behaviour (e.g., spectral density function of isotropic turbulence,
see in Pope, 2000, p. 610), with both metrics belonging to the fields of Stochastics rather than
classical mechanics. In this section, we apply the stochastic framework presented in the previous
sections in microscale turbulent processes and we compare the results with the ones from
applications in hydrometeorological processes in small scale and in larger scales.

5.1 On the definition of turbulence

Turbulence originates from the Greek word ‘TOpBn’ (cf. “...tiv TOpPnv &v 1) l&pev’:'..for the
turbulence in which we live’, Isokrates, 15.130) which means disorder, confusion, turmoil etc.
Turbulence is considered to generate and drive most geophysical processes, e.g., wind turbulence
giving birth and spatiotemporal variability in cloud rainfall (Falkovich et al, 2002), yet it is
regarded as mystery within classical physics (McDonough, 2004, ch. 1). Studying turbulent
phenomena is of high importance in hydrology (Mandelbrot and Wallis, 1969; Rinaldo, 2006) since
the microscopic processes (related to turbulence) can help understand the macroscopic ones
(related to hydrology), since they enable the recording of very long time series and with a high
resolution, a rare case for hydrological processes (Koutsoyiannis, 2014). The simplest case of
turbulent state (in terms of mathematical calculations) is the stationary, isotropic and
homogeneous turbulence. While this is a physical phenomenon that has been recognized hundreds
of years ago, still there is no universally agreed mathematical definition for the so-called ‘turbulent
state’ (Tessarotto and Asci, 2010). Leonardo da Vinci tried to give a definition 500 years ago, based
on his observations that water falling into a sink forms large eddies as well as rotational motion
(Pedretti, 1977). Interestingly, Heisenberg (1985) commented on the definition of turbulent state of
flow that it is just the result of infinite degrees of freedom developed in a liquid flowing without
friction and thus, by contrast, laminar flow is a turbulent state of flow with reduced degrees of
freedom caused by the viscous action. In 1880, Reynolds introduced one of the most important
dimensionless parameters in fluid mechanics, the ratio of momentum over viscous forces which is
called Reynolds number ever since. Based on this dimensionless parameter, it was observed that
irrotationality in the streamlines occurred for values much greater than 1 and led to somehow
confine the occurrence of turbulence to Reynolds number values greater than approximately 1000
to 2000. Richardson (1922) introduced the idea of turbulence ‘energy cascade’ by stating that
turbulent motion, powered by the kinetic energy, is first produced at the largest scales (through
eddies of size comparable to the characteristic length scale of the natural process) and then to
smaller and smaller ones, until is dissipated by the viscous strain action. Taylor (1935) was the first
to use stochastic tools to study this phenomenon modelling turbulence by means of random
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variables rather than deterministic ones. Following this idea, Kolmogorov (1941a,b,c,d) managed to
derive the famous ‘5/3’ law (also known as K41 theory) through the Navier-Stokes equations. That
law describes the energy cascade from larger to smaller turbulence scales within the inertial
wavenumber sub-range, with the power spectrum no longer dependent on the eddy size and fluid
viscosity. Since then, many scientists (including Von Karman, 1948; Heisenberg, 1985; Kraichnan,
1959; Batchelor, 1953 and Pope, 2000), have significantly contributed to the current power-
spectrum-based models of turbulence. A general view of the stochastic approach of stationary and
isotropic turbulence (in which the random variables describing turbulence have the same statistical
properties in all directions) can be seen in many text books (e.g., Pope, 2000).

Following the stochastic framework in section 2, we derive in Table 18, the 1d and 3d isotropic
power spectra as well as their LLD, for a Markov process, a special case of a powered-exponential
process (e.g., Gneiting et al., 2012; Yaglom, 2004, ch. 10) and the gHK process. These positively-
correlated mathematical processes enclose possible asymptotic behaviours in large and small
scales. In particular, a positively-correlated natural process may approach zero or infinite scale, by
a powered-exponential (e.g., Markov process) or a power-type (e.g., HK process) rise or decay,
respectively. The 1d power spectrum and the 3d one, denoted as s;(w), are related by (Batchelor,
1953; Pope, 2000, pp. 226-227; Kang et al,, 2003):

sy = | T Wl dx (79)
L x3 3D
5 (l@(s(w)))
w3 \w  ow (80)
s3a(w) = 2 aw

where w is the isotropic 3d frequency vector (wavenumber), with ||w| = w = 0.

As mentioned above, the most common used model for stationary and isotropic turbulence consists
of the work of many scientists. Combining them into one equation, the power spectrum of isotropic
and stationary turbulence can be expressed as (Pope, 2000; Kang et al.,, 2003):

sspW) = fg(w, cg, 0) filw, cp) fo(w, cp) (81)

where, from the work of Von Karman (1948), for the energy containing eddies (large scales):

w 3P
e p) = (e (82)
fe(w, cg,p) (\/m>

combined with the work of Kolmogorov (1941a,b,c,d) for the inertial range (intermediate scales):

fiw,a) = qw™s 83)

and from the work of Kraichnan (1959) for the dissipation range (small scales):
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fow,cp) = e™eP (84)
where cg, p, ¢, cp are constants.

Table 18: 1d and 3d power spectrum for Markov, powered-exponential and gHK processes as well
as their LLD, where A is the parameter related to the true variance of the process, q the scale
parameter and b is related to the power-type behaviour of the process (source: Dimitriadis et al,,
2016a).

powered-exponential
Markov gHK
(special case)
c(7)
(1-b)2-b)
c(t) = Ae I/ T18-1) | ¢(7) = Ae~ /D’ T18-2) | =A———— T18-3
@ (T118-1) | c(@) (T18-2) Ty | (1183
with b € (0,2)
41q s(w) = Aqvm o (qwm)? lim,,_,o s ~w?~1, with (T18-6)
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with lim,,_,,s* =0 ) u
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5.1.1 Stochastic properties of large-scale range

For the 3d and 1d (derived from the 3d one) power spectra at the energy containing range, we have
that:
. i D
fi 550 = fim s ~w (#5)

where Von Karman (1948) suggests p = 4 (or else known as ‘Batchelor turbulence’, cf., Davidson,
2000), while other works result in different values, e.g., Saffman (1967) suggests p = 2.

There are many arguments about the proper value of the p parameter and its relation to the
Loitsyansky integral which controls the rate of decay of kinetic energy (Davidson, 2000). The main
debate is whether points at a large distance in stationary, isotropic and homogeneous turbulent
flow are statistically independent or show a correlation that decays either exponentially (e.g., Von
Karman model for wind gust, cf.,, Wright and Cooper, 2008, ch. 16.7.1; Faisst and Eckhardt, 2004;
Avila et al,, 2010; Kuik et al,, 2010; models for pipe flow) or with a power-type law.
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Towards the stochastic properties of the aforementioned equation, we can see that the case p = 2
does not correspond neither to exponential (Markov or powered-exponential) nor to power-type
(i.e, HK) decay of autocovariance. Hence, this model cannot be applied to asymptotic zero
frequencies (or infinite scales). Interestingly, the case p = 4 can be interpreted by a Markov or a
special case of the powered-exponential decay of autocovariance. However, this case also excludes
the HK behaviour, i.e., long-range dependence, where p now equals b — 1 and is bounded to [-1, 1].

Although the aforementioned models do not include a possible power-law decay of autocovariance
(HK behaviour), several works show strong indication that turbulence natural processes can exhibit
such behaviour rather than Markov. Such works are reported by e.g., Nordin et al. (1972) for
laboratory turbulent flume and turbulent river velocities, Helland and Van Atta (1978) for grid
turbulence velocities, Goldstein et al. (1995) for magneto-hydrodynamic turbulent solar wind,
Chamorro and Porté-Agel (2009) for wind turbulent wakes and grid-turbulence, Dimitriadis and
Papanicolou (2012) and Charakopoulos et al. (2014a,b) for turbulent buoyant jets, Dimitriadis et al.
(2016a) for grid turbulence.

We believe that the reason a possible HK behaviour is not detected in geophysical processes (which
are often characterized by lack of measurements), is that mathematical smoothing techniques are
applied, e.g., windowing or else Welch approaches, regression analysis, wavelet techniques (see
other examples in (Stoica and Moses, 2005, ch. 2.6). Particularly, application of windowing
techniques to any stochastic tool can be misleading since they eliminate a portion (depending on
the type and length of the window applied) of the variance of the time series (which often is
incorrectly attributed to ‘noise’, e.g., Koutsoyiannis, 2010). This elimination can lead to process
misrepresentation in case of significant effects of discretization, small and/or finite record length
and bias (examples of applications to the power spectrum can be seen in Lombardo et al., 2013; and
Dimitriadis and Koutsoyiannis, 2015a). An example of smoothing out the HK behaviour by applying
the Welch approach with a Bartlett window and no segment-overlapping to an observed time series
is shown in Figure 31. Even though the smoothing technique decreases the variance of the power
spectrum, it also causes low frequency loss of information. This loss of information may cause a
process misinterpretation, as illustrated in Figure 31, where the autocorrelation function (derived
from the 3D power spectrum model) exhibits a Markov-like decay, while the empirical one (derived
from the windowed empirical power spectrum partitioned into 103 segments) exhibits HK
behaviour. Also, this smoothing technique should be used in caution in strong-correlated processes,
since an increase in the number of partitioned segments will cause an increase in their cross-
correlation. Finally, processes with HK behaviour have usually large bias and in case this is not
included in the model, the empirical rapid decay of autocovariance in large scales (or equivalently
lags) may be erroneously interpreted as short-range dependence.
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Figure 31: (a) Example of loss of low frequency information caused by the application of the
windowing technique, in a time-series provided by the Johns Hopkins University as well as the
maximum cross correlations between the partitioned segments; (b) 1D autocorrelation function
derived from the 3D power spectrum model (with parameters based on the fitting of the windowed
1D power spectrum with 1000 segments: ¢g = 2.5m™2, p =4, ¢, = 13.0m3/s?, ¢, =2x107*
m); a Markov autocorrelation function, i.e., e‘(T/‘U, for reasons of comparison; and the
corresponding (to the windowed 1D power spectrum with 1000 segments) empirical
autocorrelation function. Source: Dimitriadis et al. (2016a).

To incorporate possible HK behaviour in the model, we may assume an autocovariance power-type
decay at large scales, where the 3d and 1d power spectra at asymptotically zero frequency are of

the form w?~1

, with b bounded to (0,2), for positively correlated processes (i.e, 0.5 < H < 1),
negatively-correlated processes (i.e, 0 < H < 0.5) and for a process with a white-noise-like decay

in large scales (i.e.,, H = 0.5).

5.1.2 Stochastic properties of intermediate range

One may observe that the power spectrum asymptotic LLD for various processes often coincident
to each other. For example, for both a Markov and a gHK process with b =1, the power spectrum
LLD is O for the low frequency tail and -2 for the high frequency one. This may be confusing and
result in misinterpretation of the natural process. A solution to this may be to incorporate
additional stochastic tools in the analysis. For the aforementioned example, if the autocovariance
function asymptotic properties (local and global ones) are analyzed, one can decide upon powered-
exponential lag decay (as in the Markov process) and a power-type one (as in the gHK process).
Similarly, when a power-type behaviour appears in the intermediate frequencies of a power
spectrum (as in the case of a -5/3 LLD), it may be misleading to interpret it as a power-law function
(and thus, a power-type autocovariance decay), since this can be derived from different kind of
processes with no power-type expressions for the intermediate scale-range. An illustrative example
is shown in Figure 32, where the -5/3 LLD in the intermediate frequencies of the power spectrum
results from a simple combination of a Markov and a gHK process, both of which have a purely
stochastic interpretation and they do not include power-type expressions in the intermediate
frequency-range.
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Figure 32: Expected power spectrum resulted from a combination of a Markov and a gHK process
(source: Dimitriadis et al., 2016a).

Note also, that the Kolmogorov (1941ab,c,d) power-type power spectrum refers only to
intermediate frequencies and should not be also applied arbitrarily to low frequencies, since the
corresponding asymptotic large-scale behaviour of the autocovariance, i.e., c(t)~75/3-1, is equivalent
to an erroneous H = 4/3 > 1.

5.1.3 Stochastic properties of small-scale range

Similarly, for the 3d and 1d power spectra at the dissipation range, we have that (Figure 33):

w

lim s3q (W) = lim s (w)~e~ (86)
W—00 W—00
This corresponds to an autocovariance function of the form:
~ 87
(@~ (87)

which corresponds to the Wackernagel (1995) process (also mentioned as an autocovariance-based
Cauchy-class process resembling the Cauchy probability function). A generalized expression of this
process can be found in Gneiting (2000), which we refer to it as the Gneiting process (Table 8):

A

c(r) = 1-H
A+ @/@*M)y M

(88)
Note that for M = %2 we have the gHK process and that if this process is expressed based on the

climacogram rather than the autocovariance; it corresponds to the HHK process.

For small lags (and for g = A = M= 1) this process behaves like (e.g., Gneiting and Schlather, 2004):
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limc ()~1 — t2~e™ ™ (89)

-0

which corresponds to the special case of a powered-exponential process. Note that if this process is
expanded directly to large scales it corresponds to an erroneous process with H = 0.
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Figure 33: (a) Power spectra and (b) corresponding autocovariances, in continuous time as well as
their expected values, with varying number of records n for a gHK process (source: Dimitriadis et
al,, 2016a).

Other models for the dissipation range are of the form of a powered-exponential power spectrum
process that may result from a powered-exponential autocovariance function. However, there is
evidence that these models cannot interpret the frequently observed spike in the high frequency
power spectrum (e.g., Cerutti and Meneveau, 2000; Kang et al., 2003). This is usually ignored and
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attributed to instrumental noise. In Figure 34, we show that this spike may appear in HK processes
and is due to discretization and bias errors, in case the shape parameter q/4 takes large values.
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Figure 34: Expected power spectra of a gHK process, with varying q/4 (where 4 the sampling time
interval). Source: Dimitriadis et al., 2016a.

5.2 Proposed model for turbulence

Here, we focus on the local and global stochastic properties of the most common three-dimensional
power-spectrum-based models of stationary and isotropic turbulence in time domain and we detect
some model weaknesses despite their widespread use. In the previous section, we present several
limitations concerning the stochastic properties of proposed turbulent models from literature.
Specifically, we see that they only include exponential decay in the energy containing area and thus,
completely excluding possible HK behaviour. They also, describe the dissipation area decay with
only a specific case of a powered-exponential process and thus, leaving out all other possible types
of decay. Moreover, they interpret a possible power-type-like intermediate area (of the power
spectrum) with power-type behaviour (and particularly, only that of the K41 theory) which can also
result from intermediate non power-type processes. Furthermore, these models adequately
represent only the power spectrum while failing to describe other tools like the climacogram and
autocovariance. Moreover, these models are constructed based on multiplications between
processes, an action with no mathematical or physical justification and which may cause numerical
difficulties in stochastic generation. Since turbulence generates and drives most of geophysical
processes, we expect geophysical processes to exhibit similar types of decay in small and large
scales. Hence, a more robust, flexible and parsimonious model is required that can incorporate all
the aforementioned microscale and macroscale behaviours linking turbulence to hydrology and
beyond. Here, we choose the ergodic stochastic model that consists of two independent processes,
these of a Markov and an HHK process (with H > 0.5 and M < 0.5), combined in such way to exhibit
the desired behaviour in the intermediate scales. This model can describe a variety of combinations
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between powered-exponential and HK processes, including the often observed intermediate quick
drop of all the stochastic tools. This particular drop may be due to the interference of boundaries
and/or the existence of multiple periodic functions, as for example in case of combinations of HK
with cyclo-stationary processes (Dimitriadis and Koutsoyiannis, 2015b). Furthermore, although the
proposed model results in a complicated expression for the power spectrum, it provides simpler
expressions for the other tools. Additionally, the proposed model is also justified by the
extremization of entropy production in logarithmic time, as shown in section 2. Finally, this model
combines both fractal and HK dynamics using four parameters (Dimitriadis and Koutsoyiannis,
2017):

A N Mk/q + e ¥ —1)

y(k) = = >
21+ (k/q + K)2M) 7 (k/q)

(90)

where is comprised of a HMK process along with a Markov one that is used only to model the
boundary effects in the experiment. Also, note that A is not considered a model parameter since it is
linked to the marginal distribution, which for this process we assume that:

A’
(1+ |x/a+ b|¢)4

fx) = (oD

For the estimation of the distribution parameters we minimize the error introduced in Dimitriadis
and Koutsoyiannis (2017) which is based on the absolute value of the difference between the
empirical and modelled expression (e.g., marginal cumulative distribution, marginal density
distribution, climacogram, autocovariance et.), i.e.:

Rm(xi) Re(xi)
& = Z ’1 R ZlRe(xi) —Rm(xi)lzi ‘1 SNES

where R, and R, are the model and empirical values, respectively, (e.g. Ry, = F, and R, = F, for

(92)

the marginal distribution function R = F, and R, = ¥, and R, = ¥, for the climacogram R = y).

5.3 Applications to laboratory microscale turbulent processes

In this section, we use laboratory measurements of grid-turbulence velocities recorded within a
wind-tunnel and of temperature differences recorded within a turbulent thermal jet.

5.3.1 Laboratory measurements of grid-turbulence velocities

As previously mentioned, high order moments cannot be reliably estimated from typically short
time series of geophysical processes. However, in laboratory experiments with high sampling rates,
very large time series of observations can be formed, which allow direct estimation of high order
moments from data. Here, we use a grid-turbulence massive database provided by the Johns
Hopkins University (www.me.jhu.edu/meneveau/datasets/datamap.html). This dataset consists of
40 time series, each with n = 36x106 data points of longitudinal wind velocity along the flow
direction, all measured by X-wire probes placed downstream of the grid and with a sampling time
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interval of 4 = 25 ps. (Kang et al., 2003). Due to the laboratory nature of the experiment we may
apply the Taylor’s hypothesis of frozen turbulence (Taylor, 1938) and shift from the spatial to the
temporal domain (Castro et al., 2011). We then use a standardization scheme illustrated in Figure
35 to homogenize all series (Dimitriadis et al.,, 2016a) and, by setting the empirical mean to zero,
we calculate the standardized empirical variance as E[y(D)] = 1. By the standardization we are

able to form a sample of 40 x 36 x106 = 1.44 x10° values for the estimation of the marginal
characteristics of the process and an ensemble of 40 series, each with 36 x10¢ values for the
estimation of the dependence structure characteristics.

It can be observed that the time series are not precisely Gaussian but rather nearly-Gaussian as
shown in Figure 35. This is also verified by the skewness and kurtosis estimates of 0.2 and 3.1,
respectively. If those values were estimated from a small sample, for example n = 100, then the
probability density function of the process would be regarded Gaussian and the divergence from
normality would be attributed to statistical error, since for n = 100 the uncertainty measured
through the standard deviation of the skewness and kurtosis, is as high as 30% and 50%,
respectively (Figure 12). However, for n * 1.5x109 the uncertainty of the mean will drop below 1%
for H = 0.8 and therefore, it is expected that the uncertainty of skewness and kurtosis will be low
too. Moreover, there are some theoretical arguments justifying the divergence of fully developed
turbulent processes from normality (Wilczek et al., 2011).
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Figure 35: [left] Standardization scheme for grid-turbulence data, where y and o are the mean and
standard deviation, r is the distance from the grid, with the first 16 time series corresponding to
transverse points abstaining r = 20S from the source, the second 4 to r = 308, the third 4 to 40S and
the last 16 to 48S, with § = 0.152 m the size of the grid; [right] empirical probability density
function of the overall standardized time series (observed) along with that from a single synthetic
time series produced by the SMA scheme to preserve the first four moments (simulation); for
comparison the theoretical distributions N(0,1), skew normal, HMK (just for illustration) and ME
constrained on the four moments (corresponding weights for the ME distribution: 15%, 51%, 21%
and 13%). Source: Dimitriadis and Koutsoyiannis (2017).

Note that here, the explicitly preservation up to the fourth moment is adequate, since preservation
of additional moments slightly improve the distribution simulation (specifically, the R? coefficient is
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estimated for preservation of the 1st, 2nd, 3rd, 4th 5th and 6th moment as 0.0372, 0.990, 0.991, 0.998,
0.999, and 0.999, respectively).

For the estimation of the climacogram we apply the suggested methodology of fitting the expected
model to the mean climacogram calculated from the 36 time series of identical length. However, to
improve the fitting of the model, we include in the analysis the additional climacogram-based
metrics such as the CBF and CBS (see section 2.5). The climacogram is more representative of the
large and intermediate scales, the CBF of the small and intermediate scales and the CBS of small and
large scales and thus, by combining all three of them we can achieve a better fitting of the model
(Dimitriadis et al., 2016a).

The model parameters are estimatedas: A =1, M =1/3, H =5/6 and q = 14 ms (also, K= 54/q =
9x103, is very small and is neglected in the next simulations, where the HHK model is used instead
of the HMK). Here a large number of parameters could be justified due the large data size but the
above model is quite parsimonious. Also, since the applied extended HMK model is theoretically
justified through the maximization of entropy (as shown in section 2.4) each parameter has a
physically-based interpretation. Moreover, we observe from Figure 36 that this model is also in
agreement with the work on the turbulent power spectrum by Von Karman (1948) for the large
scale range, by K41 model for the intermediate range and by Kraichnan (1959) for the dissipation
range (cf., Pope, 2000, pp. 232-233), while here we also simulate the HK behaviour that clearly
appears in the very small frequencies (very large scales) of the power spectrum and in the other
stochastic tools. Additionally, certain aspects exhibited in the power spectrum such as the
bottleneck effect (Kang et al.,, 2003) and the spike at large frequencies which is often ignored and
attributed to instrumental noise (Cerutti and Meneveau, 2000) are also well represented. Finally,
the preservation of kurtosis of the velocity increments (see below) enables to even simulate the
effect that the intermittent behaviour of the process has on the marginal probability distribution,
first discovered in turbulence by Batchelor and Townsend (1949).
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Figure 36: The empirical, true and expected values of the climacogram [upper left], CBF [upper
right], CBS [lower left] and power spectrum [lower right] along with some important logarithmic
slopes. Source: Dimitriadis and Koutsoyiannis (2017).

It is interesting to further investigate the latter issue through the behaviour of a generalized
structure function V,(h):= E[|§i —&+h|p] and in particular the power-law behaviour for the

intermediate range of lags, i.e., V,(h) = h». Such behaviours have been attributed to intermittency
(Frisch, 2006, sect. 8.3) which initiated the need for exploring models different from the K41 such
as the multifractal ones (Frisch, 2006, sect. 8.5 to 8.9). As shown in Figure 37, the increase of V3 (h)
and the drop of kurtosis of the velocity increments for a wide range of lag (h), as well as the
increase of the exponent ¢, for a wide range of the p exponent, are impressively well preserved by
the proposed model. This is achieved with no particular effort or provision (e.g., without using extra
assumptions, parameters or models) but merely by simultaneously simulating the first four
moments (with focus on the coefficient of kurtosis) and the stochastic structure of the process.
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Figure 37: Empirical and simulated 31 order structure function [left] and kurtosis coefficient [right]
of the velocity increments vs. lag. Source: Dimitriadis and Koutsoyiannis (2017). Note that the small
deviation at the small lags is due to the neglecting of the roughness parameter K = 0.

To further highlight this finding, we illustrate in Figure 38 that the HHK model alone cannot
simulate the observed behaviour of the high order structure function but rather approaches the
structure function as simulated by the K41 self-similarity model and reproduced by Frisch (2006,
Fig. 8.8). Similar results are obtained in case a Markov dependence structure is adopted but by
simultaneously preserving the empirical non-Gaussian marginal distribution. Interestingly, if both
the proposed dependence structure and marginal distribution are combined, then the observed
behaviour of the high order structure function is preserved and as a consequence the intermittent
behaviour of turbulence. For comparison, we plot the She-Leveque model (She and Leveque, 1994)
that behaves also exceptionally well and originates from the alternative assumption of independent
identically distributed log-Poisson multiplicative factors (Frisch, 2006, sect. 8.6.4, 8.6.5).
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Figure 38: Empirical and simulated structure function for various orders of the velocity increments
vs. lag. Source: Dimitriadis and Koutsoyiannis (2017).
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5.3.2 Laboratory measurements of turbulent thermal jet temperatures

For the analysis of turbulence micro-scale through the measurement of concentration, a laser-
induced fluorescence (LIF) technique is used, implemented at the laboratory of Hydromechanics
and Environmental Engineering at the University of Thessaly and at the laboratory of Applied
Hydraulics at the NTUA. The measurements are based on the Laser-Induced Fluorescence (LIF)
technique (Papanicolaou and List, 1987; 1988). Particularly, the buoyant jet is dyed with a
rhodamine 6G (R6G) dye with low concentration that does not affect the buoyancy forces. The jet
flow field is illuminated with a thin (order of 1 mm) plane sheet of laser light. A DPSS 1 W laser
beam at 532 nm (green) is converted to a thin laser light sheet via a rotating prism mirror at 20
kHz. The rhodamine dye excited by the 532 nm wavelength emits (yellow) light at 556 nm, the
intensity of which is proportional to the rhodamine concentration if it does not exceed 50 ppm, as
indicated by Ferrier et al. (1993). Thus, laser based tomography of the buoyant jet flow-field can be
obtained across any desired plane. Then, the experiment is videotaped using a high resolution
video-camera pointing normal to the light sheet at 30 frames per second (fps). The experimental
setup is illustrated in Figure 39.

f = — } L] I" - 3
|water tank |+ rotating
] R prism

mirror

|

Figure 39: Photograph of the experimental set-up on turbulent buoyant jets at the laboratory of
Hydraulics at NTUA.

For larger than 50ppm concentrations of R6G, the attenuation factor can no longer be assumed
negligible and it should be taken into account (as shown in the equations below; Dimitriadis and
Papanicolaou, 2010):

P(x) = Pjex1p(x) (93)

1(x) = I,e=¥Mm®) (99)
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I(x) = BP(x)C(x) (95)
np(x) = Npw + €pC(x) (96)
n1(x) = nw + &C(x) 97)

where P, and P is the, initial and at distance x(m) from the source laser power (W),

I, and [ is the initial, and at distance x(m) from the source, intensity of the radiation in units of
wavelength (nm),

C is the concentration (pg/1) of the fluorescence element at distance x,

new, Niw and np, n; are the attenuation parameters (m-1) of laser power and radiation intensity
resulting from clear water and from concentration C of the fluorescence upstream of the element at
distance x, respectively,

ep and & are coefficients (1/pg/m) that affect the attenuation of the laser power and radiation
intension, respectively,

B (Inm/W/ug) is a coefficient indicating the measure of efficiency.

The coefficient nn can be experimentally determined by estimating (via image processing methods)
the distribution of the intensity along the laser beam in the water tank. The same method can be
applied for the determination of & and B by taking a threshold value of fluorescence (uniformly
distributed in the tank). Afterwards, the coefficients np. and €p can be also determined. The initial
fluorescence light intensity lo is proportional to the R6G initial concentration Co if it does not
exceed 50 ppm (or pg/L), as shown by Ferrier et al. (1993). Here, this is verified through the
measurement of the intensity of several R6G concentrations samples fully mixed into the water-
tank, for two camera shutter speeds (sp).of 50 and 100 Hz (see Figure 40). The curves in Ferrier et
al. (1993) are adjusted to the measurements by multiplying with an arbitrary factor since the
applied intensity is arbitrary. Finally, the emitted yellow light can be split to its components red and
green light intensity (with the blue one being near zero), and therefore, to avoid the contribution of
possible scattering from the green laser beam, one may compute the R6G concentration from the
red light component intensity only.
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Figure 40: Initial concentration C, vs. the initial intensity I, for the red (top) and green (bottom)
RGB intensity. Source: Dimitriadis et al. (2010).

A set of experiments is performed for buoyant jets discharging in the horizontal and vertical
direction, for Richardson numbers in the range 0.01 to 0.20. Richardson number is determined
from the initial jet volume, momentum and buoyancy fluxes Q, M and B, respectively, as QB1/2/M5/4
(Table 19) and is a measure of the relative strength of initial buoyancy and inertial forces applied at
the jet. Note that the effect of laser attenuation due to light absorption from diluted rhodamine dye
is not taken into account in the data analysis of this set of experiments. An image processing code is
created in MATLAB for estimating certain turbulent characteristics based only on the ratio of

99



concentrations. Initially, the model zooms in the area of interest and removes the background noise
(by setting a threshold intension value of R6G coloured radiation). Then, all the static objects that
are not of interest (i.e., the nozzle) are removed from the video frames. Next, the model smoothes
the gridline areas and rotates/enlarges the frames to adjust them to the real dimensions. Finally,
the blue hue (from the RGB values) is removed as explained above. Following this initial frame
elaboration, the concentration values are analyzed to examine if they are compatible with
theoretical relationships resulting from dimensional arguments. The temperature difference
between jet and ambient fluid ratio is assumed to be proportional to the rhodamine concentration
for uniformly distributed R6G.

Table 19: Details of the experiments held at the Laboratory of Hydraulics at the NTUA on the period
1/5/09 to 1/10/10 (where C, is the R6G initial concentration, D is the diameter of the nozzle, Q is
the initial discharge of R6G, Tam» and Tj.: are the ambient and jet temperature). Source: Dimitriadis
and Papanicolaou (2010).

direction Q Tyt Tamp Reynolds Richardson type of
no date Co (mg/1) D (cm) Iv

of flow (ccs) (oC) (oC) number number flow
TBHJ01 8/2/2010 horizontal 6000 1.0 20.0040.0016.00 3851 0.094 945 Jet
TBV]01a9/7/2010 vertical 6000 1.0 15.2638.5025.10 2858 0.097 9.13 Jet
TBV]J01b9/7/2010 vertical 6000 1.0 18.6238.7025.10 3499 0.080 11.04 Jet
TBV]01c9/7/2010 vertical 6000 1.0 21.9738.8025.10 4137 0.068 1298 Jet
TBV]02a9/7/2010 vertical 6000 0.5 11.9133.4025.20 4040 0.017  26.69 Jet
TBV]02b9/7/2010 vertical 6000 0.5 18.6233.4025.20 6314 0.011  41.71 Jet
TBV]02c¢9/7/2010 vertical 6000 0.5 8.56 33.4025.20 2903 0.023  19.18 Jet

TBV]02d9/7/2010 vertical 6000 0.5 5.21 33.4025.20 1766 0.038 11.67 Jet

First, we analyze the horizontal turbulent buoyant jet (experiment TBH01) following the above
analysis (Figures 41 and 42).
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Figure 41: From left to righr and top to bottom: (a) Raw picture taken from the video-camera for
the TBJHO1 experiment, (b) gray-scale and (c) RGB format of the raw picture, (d) average gray-scale
and (e) RGB image of the experiment, and (f) average RMS image of the experiment. Source:
Dimitriadis and Papanicolaou (2010).
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Figure 42: Time series of the excess temperature over the maximum temperature at the jet
centerline for the TBHJ01 experiment (Table 19). Source: Dimitriadis and Papanicolaou (2010).

The same analysis is repeated for the vertical jets (Figure 43).
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Figure 43: Dimensionless average and standard deviation of the RGB intensity (1st and 3rd pictures)
and of the red RGB intensity (2nd and 4t plots), for the experiment TBV]01a. Source: Dimitriadis
and Papanicolaou (2010).

We then examine the HK behaviour of temperature as a function of the distance along the jet axis.
Near the nozzle, the flow is dominated by the initial horizontal momentum and attains pure jet
properties, while away from the nozzle the specific buoyancy flux dominates and thus, the flow
does not longer behave as a jet but as a plume. At the jet regime, the flow behaves irrationally and
the fluctuations caused by turbulence are large. As a result of this, the temperature timeseries is
expected to have a low Hurst coefficient close to 0.5. In contrast, in the plume regime the timeseries
is expected to behave as a positively correlated process and thus, to have a larger Hurst coefficient.
This state takes place for distances from the nozzle S/Iu > 1.5 to 2 (Papanicolaou and List, 1987;
Michas and Papanicolaou, 2009; Dimitriadis et al., 2012), where S is the distance from the nozzle, Iy
is a characteristic length (indicating how far from the nozzle the buoyancy forces become
significant), with a Hurst parameter ranges from 0.8 to 0.85 (mean value around 0.83).
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Figure 44: True (unbiased, pink line) and empirical (biased, blue line) Hurst parameter along the jet
axis. Source: Dimitriadis and Papanicolaou (2010).
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5.4 Stochastic similarities between the microscale of turbulent processes and small-scale
hydroclimatic ones

In this section, we show the stochastic analysis of a time-series of one month (Figure 45), consisted
of high resolution (4 = D = 0.1 s) atmospheric longitudinal wind speed (measured in m/s). This is
recorded by a sonic anemometer on a meteorological tower, located at Beaumont KS and are
provided by NCAR/EOL (http://data.eol.ucar.edu/).
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Figure 45: [left] Part of the wind speed time-series provided by NCAR/EOL
(http://data.eol.ucar.edu/). [right] True, expected and empirical (averaged) climacogram values for
the wind process stochastic simulation.

First, we divide the time-series into three sets nearly Gaussian, each of which includes almost 1400
time-series of 10 min duration and of marginal empirical variances 0.15, 0.5 and 1.4 m2/s?,
respectively, and we estimate the climacogram and autocovariance based metrics for each set
(Figure 46). Additionally, we apply the gHK model (for details see in Dimitriadis et al., 2016a) and
we estimate the Hurst parameters for these short-time events as (Figure 45): H = 0.99 (first set),
H = 0.98 (second set) and H = 0.98 (third set).

We also show the stochastic analysis of three time-series (Figure 47) with high resolution (4 = D =
10 s) precipitation intensities (measured in mm/h). These episodes are recorded during various
weather states (high and low rainfall rates) and provided by the Hydrometeorology Laboratory at
the Iowa University (for more information concerning these episodes and various stochastic
analyses, see Georgakakos et al. (1994) and Koutsoyiannis and Langousis (2011, ch. 1.5).
Additionally, we estimate the climacogram and autocovariance based stochastic metrics for each
time series (Figure 48). Finally, we apply a model with HK behaviour (for details see in Dimitriadis
et al,, 2016a) and we estimate the Hurst parameters as (Figure 49): H = 0.94 (T1), H = 0.95 (T2)
and H = 0.93 (T3).
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Figure 46: From top to bottom and from left to right: Averaged empirical (a) climacograms and
autocovariances, (b) CBV and variograms, (c) CBS and power spectra (for the three sets) and (d)
qq-plot of empirical pdf vs standard Gaussian pdf (for the original time-series), along with modelled
distribution density function (all parameters in m/s).
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Figure 47: Three precipitation episodes provided by the Hydrometeorology Laboratory at the lowa

University.
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Figure 48: (a) Averaged empirical climacograms and autocovariances, (b) CBV and variograms, (c)
CBS and power spectra for T1, T2 and T3, and (d) true, expected and empirical (averaged)
climacogram values for the rainfall processes stochastic simulation. Source: Dimitriadis et al.
(2016a).

We choose these two processes (wind and precipitation events) since they are of high importance
in hydrometeorology. One may observe the transition from a process with low marginal variance
having a power spectrum with a drop in the intermediate scales (like in the turbulent applications),
to the one with larger marginal variance power spectrum (with no drop). Moreover, the similarities
between the climacogram (and autocovariance) based metrics are again obvious. Although the
above analysis can be considered quite simple, it highlights the deviation from Markov and white
noise behaviours of the high resolution wind and precipitation events (as in the case of the
examined turbulent processes). Particularly, the HK behaviour is apparent to all examined
processes with an interestingly small fitting error (for more details see in Dimitriadis et al., 2016a).
Additionally, these precipitation and wind events exhibit a powered-exponential behaviour rather
than a Markovian one with an M around 0.5 for the longest precipitation and 0.3 for the longest
wind event (Dimitriadis et al., 2016a). Therefore, although the physical mechanisms are considered
to be substantially different between a laboratory microscale turbulent process and an atmospheric
small-scale hydrometeorological process, the stochastic properties, such as the HK behaviour, are
similar.
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6 Application to hydrometeorological processes

In this section, we show how the proposed model that adequately describes the examined small
scale processes in the previous sections can be applied to macroscale hydrometeorological
processes.

6.1 Stochastic analysis of a long daily precipitation timeseries

In this application, we analyze one of the longest daily precipitation timeseries recorded for over
130 years at the site of Hohenpeifdenberg in Germany (latitude 47.801°N, longitude 11.011°E; data
from www.gkd.bayern.de/). We apply the PBF marginal distribution (see section 2.4) introduced
through a simpler version for its use in precipitation in Koutsoyiannis (2004a) and justified in
Koutsoyiannis (2004b):

—-C

Fir)=1- (1 + (Z—h)d) (98)

where r > ah is precipitation; a > 0 is a dimensionless scale parameter; d,c > 0 are dimensionless
parameters characterizing the right tail of the distribution and h is a dimensionless parameter
representing a threshold value. Theoretically, h = 0 but values slightly different from zero highly
improve fitting (Figure 50), while after the simulation we can set to zero any negative values of the
synthetic timeseries (Koutsoyiannis et al, 2003). With this technique, the probability of zero
rainfall can be also adequately preserved, i.e., P(ﬁ < 0) ~ P(r = 0). This technique can be justified
through noticing that rainfall measurements are usually corrupted with significant uncertainties
(Krajewski et al., 1998; Villarini et al., 2008) causing losses mainly due to wind effects (Sevruk and
Nespor, 1998).

Note that here we ignore the seasonal periodicity of precipitation, which causes only a small
increase in the dependence structure as depicted in the climacogram of Figure 49. Since we have a
single timeseries we wish to estimate the dependence structure of the process through the mode
climacogram rather than the mean one (for more details see in Dimitriadis and Koutsoyiannis,
2017). For this, we apply a Monte-Carlo analysis by generating one thousand daily timeseries of
130 years following the fitted marginal distribution and an HK process. We use the ESK distribution
to simulate the white noise of the SMA scheme (section 3.3). From the Monte-Carlo ensemble, we
calculate the mode for each scale with three-digit accuracy and thus, constructing the mode
climacogram for the specified process (see section 2.4.5). For the marginal distribution we use the
same norm as in the previous section and for the climacogram we use its classical estimator in Eqn.
T1-3 (referred in this section as the E1 estimator).

The parameters related to the dependence structure via the climacogram are estimated from data,
based on the fitting norm, as: 4 = rsz, where 13 = 6.5 mm is the standard deviation of r, and H =
0.6, whereas those of the marginal distribution are: a = 38.6 mm, ¢ = 6.9,d = 0.87 and h = —0.11,
corresponding to ¢ = 2.1 mm, ¢ = 7.3 mm, Cs = 3.2 and Cy = 24 (all estimations are based on the
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fitting norms in Equation 91). Also, we calculate their corresponding weights determined from the
ME distribution (section 2.4.4) as 73%, 15%, 7% and 5%. Through a single synthetic timeseries of
equivalent length and after setting any negative values to zero, the modelled marginal
characteristics can be re-estimated as: ¢ =3.3 (3.1) mm, ¢ =6.5 (6.5) mm, C; =4.5 (4.4),
Cx = 36.4 (33.7) and dry probability 44% (43.5%), where inside parentheses are the empirical
values that are adequately preserved. For illustration purposes, in Figure 49 we plot a 3000 days
window of the observed vs. the simulated precipitation. Note that here, the explicitly preservation
up to the fourth moment is adequate, since preservation of additional moments slightly improve the
distribution simulation (specifically, the R? coefficient is estimated for preservation of the 1st, 2nd,
3rd, 4th 5th and 6t moment as 0.953, 0.985, 0.985, 0.9861, 0.9863 and 0.9864, respectively).
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Figure 49: Empirical, modelled and simulated marginal distributions [upper left] and climacograms
[upper right] for the standardized precipitation process; the mode and several other essential
statistical measures of the standardized climacograms estimated from 103 synthetic timeseries (in
the figure we depict only 50 empirical climacograms) [lower left]; a 3000 days window of the
observed precipitation record along with a simulated one [lower right]. Source: Dimitriadis and
Koutsoyiannis (2017).

Interestingly, the proposed probability function shows a very good agreement for a global network
of daily precipitation records (see Figure 50 for the simulation of the skewness and kurtosis
coefficients). This approach of mixing wet and dry events within a single distribution function is
rather simple but can sometimes provide good results. For a more accurate approach, in terms of
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the simulation of the wet/dry probability, one could separate these events and model their joint
distribution instead (Lombardo et al., 2017, and references therein).
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Figure 50: Application of the suggested probability density function to a global database of daily

precipitation (www.nooa.gov; GHCN database; see Sotiriadou et al, 2015 for the selected stations)
using the explicit scheme of Dimitriadis and Koutsoyiannis (2017), also described section 3.3. Note
that the global minimum is also shown along with the Weibull, minimum NIG and lognormal
distributions.

6.2 Stochastic analysis of long hourly wind timeseries in Greece

For the hourly wind process we adopt the GHK process for the dependence structure. For the
probability function we apply a special case of the PBF marginal distribution (section 2.4) which
approximates the Weibull distribution for small hourly velocities and the Pareto distribution for
larger ones (e.g., Aksoy et al., 2004; Brano et al, 2011). The dependence structure, marginal
distribution and standardization scheme of wind are based on the preliminary analysis from
thousands of stations around the globe, performed by Dimitriadis et al. (2015); Deligiannis et al.
(2016); and Koutsoyiannis et al. (2017). A more thorough analysis justifying the above choices can
be seen in Koutsoyiannis et al. (2017) and in section 6.3. The three-parameter GHK process (see
section 2.4.2) and a special case of the PBF probability function can be written for the wind as:

A
y(x) = W (99)
v/v\° el
F(v)=1—<1+( as> > (100)
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where v > 0 is the wind process; k = kA4 is the continuous time scale with 4 = 1 h the sampling time
interval and k the discrete time scale; q is the scale parameter of the process; 4 is the true variance
of the continuous-time process; H is the Hurst coefficient; vg is the standard deviation of the
discretized process that should approximate the expected value of the square root of the

climacogram for scale k=1, i.e,, W = (1+4/q)"~'V2; and a is the scale parameter and b and ¢
are the shape parameters of the marginal distribution, all dimensionless. Note that we standardize
the wind process, in order to homogenize all timeseries recorded at different locations, altitude and
climatic conditions.

We choose to apply the above stochastic model to nine hourly wind timeseries of different lengths
located in Greece (Table 20). The expression for the bias of the classical estimator of the
climacogram is derived in Tyralis and Koutsoyiannis (2011) for an HK process and generalized for
all processes in Koutsoyiannis (2011). Here, we use the general expression and, since the timeseries
have different lengths n, we apply the estimator of the climacogram adjusted for n in Eqn. T1-5
(referred in this section as the E2 estimator).

The parameters related to the dependence structure via the climacogram are estimated from data
as: A=13,qg=5h and H = 0.75, whereas for the marginal distribution as: a =6, b = 1.9 and

¢ = 14.8, corresponding to 1 = 1.9, 0 = 1.1 (= V4), Cs = 1.2 and Ci = 4.8 (all estimations are based on
the fitting norms in Equations 91 and 92). Also, we calculate their corresponding weights
determined from the ME density function as 43%, 32%, 16% and 9%. Note that here, the explicitly
preservation up to the fourth moment is adequate, since preservation of additional moments
slightly improve the distribution simulation (specifically, the R? coefficient is estimated for
preservation of the 1st, 2nd, 3rd 4th 5th and 6% moment as 0.936, 0.949, 0.977, 0.983, 0.984, and
0.984, respectively). To emulate the observed wind timeseries one could set to zero any values of
the synthetic timeseries that are below the corresponding recording threshold of an anemometer,
which is in average around 0.5 m/s depending on the type of the anemometer (e.g., Conradsen et al,,
1984)). For illustration purposes, in Figure 51 we plot a 1000-day window of the observed vs. the
simulated wind speed at Kos Island. The empirical and modelled probability of wind speed less
than or equal to 0.5 m/s are both around 20%.
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Table 20: General information of the meteorological stations and statistical characteristics of the
hourly wind timeseries (downloaded from ftp.ncdc.noaa.gov). Source: Deligiannis et al. (2016).

above sea missing zero

hourly wind longitude latitude no. mean stdev
(deg) (deg) elevation (m/s) (m/s) values values

station eg eg years (m/s) (m/s
(m) (%) (%)

Herakleio  25.183 35.333 39 39 4583 2918 88 6.3
N. Aghialos 22.8  39.217 15 17 3.258 2331 28 19
Karpathos 35.417 27.15 20 17 7.506 4.074 304 39
Santorini 364 25483 38 24 5701 3229 295 75

Kos 368 27.083 125 33 4805 27 15 7

El. Venizelos 3793  23.93 96 11 3954 2995 0.6 1.9

Limnos 39.917 25.233 5 38 4458 3546 23 175
Paros 37.02 25.13 36 11 5567 3.265 468 6.5
Meganissi 3895 20.767 4 40 3.571 2.746 363 194

Note that ¢ and A should approximate unity but they are slightly larger due to the cyclo-stationary
effect of the daily and seasonal periodicities of the wind process (Deligiannis et al., 2016;
Dimitriadis and Koutsoyiannis, 2015b). These effects cause the small increase of climacogram
around daily and annual scales. Here, for simplicity, we ignore these effects and we apply a
stationary rather than cyclo-stationary model.
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Figure 51:Empirical mean (vm) vs. standard deviation of the nine timeseries along with the fitted
model [upper left]; the empirical, model and simulated marginal distributions [upper right] and
climacograms [lower left] for the standardized wind process; a 1000-day window of the observed
standardized wind process in Kos island along with a standardized simulated one [lower right].
Source: Dimitriadis and Koutsoyiannis (2017).

6.3 Global stochastic analysis of the hourly wind process

Understanding atmospheric motion in the form of wind is essential to many fields in geophysics.
Wind is considered one of the most important processes in hydrometeorology since, along with
temperature, it drives climate dynamics. Currently, the interest for modelling and forecasting of
wind has increased due to the importance of wind power production in the frame of renewable
energy resources development. For the investigation of the large scale of atmospheric wind speed,
we use over 15000 meteorological stations around the globe recorded mostly by anemometers and
with hourly resolution (www.nooa.gov; ISD database). In total, we analyze almost 4000 stations
from different sites and climatic regimes by selecting time series that are still operational, with at
least one year length of data, at least one non-zero measurement per three hours on average and at
least 80% of non-zero values for the whole time series (Figure 52). This data set is referred below
as “global”.
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Figure 52: (upper) Distribution of the wind speed stations over the globe; (middle) sketch about the
selection of the stations in the analysis; (lower) evolution of the frequency of measured extremes in
the stations (where the ‘start’ year denotes the first operational year of the station and the ‘first’
and ‘last’ year denote the first and last year that an extreme value was recorded, respectively).

Source: Koutsoyiannis et al. (2017).

112



By homogenizing all series (based on the selected distribution as shown in the following Eqn.101)
we formed a sample of ~0.5x109 values to estimate the marginal distribution, and an ensemble of
3886 series, each with ~105 values on average, to estimate the dependence structure through the
climacogram. A known problem of field measurements of wind (particularly those originating from
over 70 years ago), is that the technology of measuring devices has been rapidly changed (Manwell
et al,, 2010, sect. 2.8.3). For example, in Figure 52 we illustrate a rather virtual increase of extreme
wind events after the 1970s which is mainly due to the inability of older devices to properly
measure wind speeds over 30 m/s (i.e., category I of Saffir-Simpson hurricane wind scale).
Furthermore, in common anemometer instrumentation there is a lower threshold of speed that
could be measured, usually within the range 0.1 — 0.5 m/s (e.g, www.pce-instruments.com). It
should be noted that, as the recorded wind speed decreases, so does the instrumental accuracy and
it may be a good practice to always set the minimum threshold to 0.5 m/s to avoid measuring the
errors of the instrument (e.g., zero or extremely low values) in place of the actual wind speed that
can never reach an exact zero value.

In an attempt to incorporate smaller scales, starting from the microscale of turbulence, we include
again the dataset of the previous application of turbulence, using it as an indicator of the similar
statistical properties of small scale wind (Castaing et al., 1990). In addition to the 40 time series of
the longitudinal turbulent velocity in section 5.1, here we also use another 40 time series of
transverse velocity, measured at the same points with the longitudinal one; again each time series
has n = 36x106 data points with a sampling interval of 25 ps (Kang et al., 2003). The coefficients of
skewness and kurtosis are estimated as 0.1 and 3.1 for the transverse velocity, respectively.
Stochastic similarities between small scale atmospheric wind and turbulent processes abound in
the literature as for example in terms of the marginal distribution (Monahan, 2013, and references
therein), of the distribution of fluctuations (Bottcher et al,, 2007, and references therein), of the
dependence structure (Dimitriadis et al, 2016a, and references therein) and of higher-order
behaviour such as intermittency (e.g., Mahrt, 1989). This data set is referred below as “small”.
Finally, to link the large and small scale of atmospheric wind we analyse an additional time series,
referred to as “medium”, provided by NCAR/EOL of one-month length and with a 10 Hz resolution.
This time series has been recorded by a sonic anemometer on a meteorological tower located at
Beaumont KS and it includes over 25x106 longitudinal and transverse wind speed measurements
(http://data.eol.ucar.edu/; Doran, 2004). The statistical characteristics based on moments up to
fourth order are shown in Figure 53; interestingly, there appears to be a rather well defined
relationship between mean and standard deviation. The plot of coefficient of kurtosis vs. coefficient
of skewness indicates that Weibull distribution falls close to the lower bound of the scatter of
empirical points.
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Figure 53: Standard deviation vs mean (upper) and coefficient of kurtosis vs. coefficient of
skewness of all time series (source: Koutsoyiannis et al., 2017).

Numerous works have been conducted for the distribution of the surface wind speed (see in
Koutsoyiannis et al,, 2017, and references therein). The Weibull distribution is proven very useful
in describing the wind magnitude distribution for over three decades (Monahan, 2013, and
references therein). However, various studies illustrate empirical as well as physically-based
deviations from the Weibull distribution (Drobinski and Coulais, 2012, and references therein). Due
to the discussed limitations of properly measuring wind speed most studies have focused on a local
or small scale. In such cases where there is limited empirical evidence, but we could search for a
physical justification for the left and right tail of the probability function.

It can be shown that the magnitude of uncorrelated Gaussian distributions follows the Rayleigh
distribution. However, there is empirical and theoretical evidence that the small-scale distribution
of turbulence is not Gaussian and it is expected that this should also be the case for the components
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of wind speed. Through Monte-Carlo experiments we illustrate in Figure 54 that correlated non-
Gaussian components result in a distribution close to Weibull and is in agreement with small and
medium scale observations.
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Figure 54: Probability density function of the medium scale time series along with theoretical and
Monte Carlo generated distributions (source: Koutsoyiannis et al., 2017).

The distribution of the “global” time series appear to deviate from Weibull, gamma and log-normal

distributions, and is closer to a distribution with a much heavier tail, such as a special case of the
PBF:

F(v)=1- (1 + (L)b>_C/b (101)

avs

where v > 0 is the wind speed, v, is the standard deviation of the wind speed process; a is a scale
parameter and b and c are the shape parameters of the marginal distribution, all three
dimensionless. The fitted distribution to all data sets and the fitted parameters are « = 3.5,b=1.9, ¢
= 8.5 (see Figure 55).
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Figure 55: Probability density function of the velocity of grid-turbulent data (small) and of the wind
speed of the medium and global scale time series along with fitted theoretical distributions (source:
Koutsoyiannis et al., 2017).

The mean estimated climacograms from the data indicate that the model is also applicable for the
wind speed at all scales with parameters estimated asA~ 1, M =1/3, H=5/6 and a = 6 h (Figure
56).
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Figure 56: Climacogram of the wind speed process estimated from the medium and global series
(source: Koutsoyiannis et al., 2017).
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6.4 Global stochastic analysis of the hourly temperature process

In this last application we analyze the dependence structure of the air temperature process close to
surface. For the microscale structure, we use a 10 Hz resolution timeseries recorded for a 2-month
period by a sonic anemometer at Beaumont USA (https://data.eol.ucar.edu/dataset/45.910). For
the macro-scale structure, we use a global database of hourly air temperature (www.nooa.gov; ISD
database). In total, we analyze over 5000 stations from different sites and climatic regimes by
selecting time series with at least 1 year length and at least one measurement per three hours
(Figure 57). It can be assumed that the air temperature process follows a Gaussian distribution
(Koutsoyiannis, 2005). Indeed, the 90% of the time series have coefficient of skewness around 0
and of kurtosis around 3 with a standard deviation for both coefficients approximately equal to 1
(Figure 58). We normalize all time series and we estimate the dependence structure through the
climacogram, autocovariance and power spectrum (Figure 59 and 60) following the methodology in
Dimitriadis et al. (2016a).
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Figure 57: Locations of the selected hourly time series of air temperature from the global database
along with the Koppen climatic zones. Source: Lerias et al. (2016).

The mean estimated climacograms and climacogram-based spectrum from the data indicate that,
interestingly, the proposed mixed HHK model is also applicable here with parameters estimated as:
Ax1,M=1/3,H=5/6 and a = 3.3 d (Figure 59).
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Figure 58: Coefficient of skewness vs. coefficient of kurtosis for the 90% of the macro-scale
temperature time series (source: Koutsoyiannis et al., 2017).

Note that a ‘hydrological cycle of memory and extreme-tail’ is obvious (from a small to large sale
parameter of the dependence structure, and from Gaussian to heavy-tail Pareto distribution) in
Figures 58 (temperature; high scale parameter of the dependence structure and close-Gaussian
distribution), 53 (atmospheric wind; medium scale parameter of the dependence structure and
mild Pareto-like tail) and 50 (precipitation; small scale parameter of the dependence structure and
strong Pareto-like heavy-tail).
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Figure 59: Climacogram of the normalized temperature for the micro-scale time series (small) and
the set of hourly air temperature time series (global; upper: average climacogram; lower:
climacograms of 100 different time series), compared to the fitted model (true and expected).
Source: Koutsoyiannis et al. (2017).
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Figure 60: Climacogram-based spectrum of the normalized temperature for the micro-scale time
series (small) and the set of hourly air temperature time series (global; average from all time
series), compared to the fitted model (true). Source: Koutsoyiannis et al. (2017).

Note that similar analysis has been performed by Sakellari (2016) for the global dew-point and by
Petsiou (2017) for a long time series of discharge (with similar resultsof H=5/6 and M = 1/3).

6.5 Global stochastic analysis of key hydrometeorological processes based on the Koppen-
Geiger climatic-classification

An annual change in hydroclimatic processes is commonly attributed to anthropogenic climatic
change. However, most of the studies have not taken into consideration the possibility of the Hurst
phenomenon. Usually, high (low) values of a hydroclimatic process are followed by high (low) ones,
meaning that observations appear in groups. In other words, the autocorrelation coefficient
remains quite high as the scale increases due to this clustering effect. Here, we analyze (additional
to the analyses of the previous sections) several hydroclimatic processes classified by the Koppen-
Geiger system of climatic zones and in terms of the climacogram in order to determine whether
they exhibit such behaviours of Long-Term Persistence (LTP). Again, we use the hourly database
GHCN with over 15,000 stations around the globe for the temperature, dew point, atmospheric
wind, precipitation and atmospheric pressure. First, we estimate the Hurst parameter for various
30-year time periods to test that there are no unexplained changes in LTP behaviour. The results
from this analysis are shown in Lerias et al. (2016) for the temperature and dew point processes, in
Sotiriadou et al. (2016) and Tyralis et al. (2017) for the precipitation process, in Deligiannis et al.
(2016) for the wind process and in Dimitriadis et al. (2016e) for the atmospheric pressure. In the
Table below we show the average Hurst parameter for each climatic-zone (see also the most recent
analysis of Dimitriadis et al., 2018b).
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Table 21: Hurst parameter under Képpen-Geiger classification (source: Dimitriadis et al.,, 2017b).

Hurst parameter
dew atmospheric
/ Koppen-Geiger temperature wind Speed precipitation
point pressure
classification
A 0.79 0.78 0.84 0.62 0.71
B 0.73 0.77 0.82 0.59 0.72
C 0.70 0.71 0.87 0.65 0.73
D 0.72 0.68 0.85 0.66 0.65
E 0.68 0.65 0.70 0.83 0.71

Finally, we estimate the prediction intervals for the 30 year period as well as the corresponding
error (prediction error) as shown in the next Figures 61 and 62. If the prediction error is small for
all examined 30-year periods and each station, then the model can describe adequately the climatic
variability of the process and so, the changes observed during the last decades can be attributed to
the Hurst phenomenon and not to anthropogenic factors. This should not be confused with the
urbanization factor. For example, the major cause for the deterioration of the natural defence
mechanism against floods and hurricanes is the destruction of forests. Indeed the damages from
severe flood events and hurricanes have increased over the last decades but that does not mean
that the human-kind has increased the severe storm events nor has changed the annual trend of
global climatic processes such as temperature, humidity (through the dew point), wind and
precipitation (similar to the atmospheric pressure).
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Figure 61: (a) temperature and (b) dew point timeseries and HK model for a station located in
Dallas, USA; (c) wind speed timeseries and HK model for a station located in Winter Trail, Alaska;
and (d) precipitation timeseries and HK model for a station located in North-East Australia. Source:
Dimitriadis et al. (2016e) and references therein. Source: Dimitriadis et al. (2016d).
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Figure 62: Prediction intervals for the examined station described in the previous figure and the
overall prediction error for (a) temperature, (b) dew point, (¢) wind speed and (d) precipitation.
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Overall, the Hurst parameter and the prediction errors are estimated from this analysis (following
an atmospheric circulation pattern) as: (a) H = 0.85 for the temperature process, with a prediction
error lower than 10% for the 73% of stations, (b) H = 0.83 for the wind process, with a prediction
error lower than 10% for the 71% of stations, (c) H = 0.80 for the dew point process, with a
prediction error lower than 10% for the 80% of stations, and (d) H = 0.67 for the precipitation and
atmospheric pressure processes, with a prediction error lower than 20% for the 86% of stations.
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7 Conclusions and summary of thesis major innovations

The deeper understanding of the high complexity of atmospheric dynamics has been the key factor
towards the further enhancement of predictability of hydrometeorological processes. Although in
the last decades there has been a substantial increase of measurements and of the number of
meteorological stations, technological and theoretical advances on the recording devices,
breakthroughs on the mathematical techniques etc., the predictability has not significantly
improved. The latter conclusion is based on the simple observation that (extreme or mild) weather
phenomena most of the times still remain unpredictable. Hurst-Kolmogorov dynamics, i.e., the
dynamics causing random changes on the behaviour of a process that result in a clustering of
events, maybe a simple but rather a vital explanation of this inability of accurate predictions. In this
thesis, we analyze numerous of processes originating from the microscale of turbulence and
extending to macroscale hydrometeorological processes and we identify stochastic similarities
between them such as the HK behaviour with Hurst parameters considerably above 0.5. For this,
we first develop the stochastic framework for the empirical as well as theoretical estimation of the
marginal characteristic and second order dependence structure of a process, and by also
developing algorithms for stochastic synthesis of mathematical processes as well as stochastic
prediction of physical ones.

The major innovations of the thesis are (a) the further development and extensive application to
numerous stationary and isotropic processes of the second-order stochastic framework including
models in continuous and discrete time, expected values and classical estimators; (b) the estimation
of the dimensionless statistical error (due to discretization and bias) through Monte-Carlo analysis
of a variety of Markov and HK models, for the power spectrum, autocovariance and climacogram,
with the latter exhibiting the smaller error and the former the larger one for all examined
processes; (c) the analytical mathematical expression of the statistical bias of the autocovariance
and power spectrum classical estimators, for an unknown mean and a known variance of the
process, as a function of the climacogram and the theoretical autocovariance; (d) the study of the
Markov process for time interval different than response time, and the expressions for its
generation through an ARMA(1,1) model; (e) the further development of the Sum of Autoregressive
(SAR) and Moving Average (SARMA) schemes that can generate a large variety of Gaussian
processes approximated by a finite sum of AR(1) or ARMA(1,1) processes; (f) the further
development of the Symmetric-Moving-Average (SMA) scheme that can generate any process
second-order dependence structure as well as certain aspects of the intermittent behaviour, and
any marginal distribution by approximating a finite number of statistical moments; (g) the
introduction and application of an extended Hybrid HK model (with an innovative identical
expression of a four-parameter marginal distribution density function and correlation structure, i.e.
g(x; €)= /(1 + |x/a + b|)4, with € = [A,a,b, c,d], that encloses a large variety of distributions
ranging from Gaussian to powered-exponential and Pareto, as well as dependence structures such
as white noise, Markov and HK), that is in agreement (in this form or through more simplified
versions of it) with an interestingly large variety of turbulent flows, such as grid-turbulence
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(analyzing ~1.5 billion of data) and turbulent thermal jets of positive buoyancy (by performing
several laboratory experiments following the laser-induced-fluorescence technique, and by
analyzing ~15,000 data), as well as hydrometeorological processes, such as atmospheric wind and
temperature (analyzing ~0.5 billion of data for each process and at various micro and macro
scales), where interestingly, most of them exhibited (when parsimoniously handled and adjusted
for physical characteristics, sample errors, discretization effects and statistical bias) a mean value
of the long-term parameter H = 5/6 (for most where the macroscale is analyzed) and a fractal
parameter of M =1/3 (for most where the microscale is analyzed); (h) estimation of the Hurst
parameter based on the Képpen-Geiger climatic-classification for numerous hydrometeorological
processes, such as temperature, atmospheric wind, precipitation, atmospheric pressure and dew
point (analyzing almost 5000 stations for each process with at least 30 years of records); and (i) the
further development of the multi-dimensional classical second-order stochastic framework and HK
process, and application to turbulence and geostatistics.

Incidental contributions and moderate innovations of this thesis are: (a) several illustrative
comparisons between complex natural as well as purely deterministic processes; (b) the further
development of analogue and stochastic prediction algorithms based on the climacogram; (c) the
estimation of the most uncertain parameters in flood inundation modelling based on commonly-
used hydraulic models and on benchmark geometries; (d) the introduction of an optimization
target function and the further development of the climacogram-based estimators, for the
identification of the dependence structure of a process, in case of the analysis of a single time series
and of several time series of the same process with different lengths and identical lengths.

An overall conclusion is that a simple model (from the view of Stochastics) can adequately explain
(and thus, predict) several aspects of turbulence in microscale and hydroclimatic processes in the
macroscale. Although the processes may be different in a physical basis, if they are properly
handled and analyzed, they seem to exhibit interesting stochastic similarities.

Some scientific and philosophical questions to the Readers (and myself) are:

» Will Determinism ever be able to fully describe (and predict) Natural phenomena?
» Will Stochastics ever be acceptable by scientists as well as non-scientists?
» Is Stochasticity an intrinsic property of Nature?
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Appendix A

In this Appendix, we investigate and compare the climacogram, autocovariance and power
spectrum of the Markov process and gHK one for M = 0.5 in terms of their behaviour and of their
estimator performance for different values of their parameters (Dimitriadis and Koutsoyiannis,
2015a). The methodology we use to produce synthetic time series is through the SAR scheme (see
in section 3.2).

Graphical investigation

We start our comparison with graphical investigations, which are actually very common in model
identification. We compare the true, continuous-time stochastic tools, along with their discrete-time
versions as well as their expectation of classical estimators. For the estimator, a medium sample
size n = 103 is used (apparently, as n increases the bias will decrease). In particular, we investigate
the climacogram, autocovariance and power spectrum for a Markov processes with g = 1, 10 and
100, and A = 1 (Figure A-1). Additionally, we investigate the climacogram, autocovariance and
power spectrum for a gHK processes with g =1, 10 and 100, b= 0.2 and A =gb,allwithD=4=1
(Figure A-2).

Comparison of statistical estimators

Thus, we produce synthetic time series for Markov processes with g = 1, 10 and 100 and gHK ones
with g = 1, 10 and 100 and b = 0.2, all with D = A = 1. Then, for each scale, lag and frequency and
each synthetic timeseries, we calculate the mean, variance, mean of the NLD, and variance of the
NLD, for the climacogram, autocovariance and power spectrum, as well as their corresponding
errors (Figure A-3). Note that, on one hand, as n decreases, both bias and variance increase and
thus, for the point estimate and variance to be closer to the expected ones, we need more time
series. On the other hand, as n increases, more Markov processes have to be added and with a
larger bias and variance (due to larger q). So, for the examined processes, we conclude that in order
to achieve a maximum error of about 1%o between scales 1 and n/2, we have to produce
approximate 104, 103 and 102 timeseries for n = 102, 103 and 104 respectively. The error is
calculated as the absolute difference between the estimated and expected value, and divided by the
expected value. Furthermore, the 1%o error refers to the climacogram and corresponds to a gHK
process with b = 0.2 and g = 100, which is considered the more adverse of the examined processes.
Note that in the Figures below, we try to show all estimates within a single plot for comparison to
each other. The inverse frequency in the horizontal axis is set to 1/(2w), in order to vary between 1
and n/2 and the lag to v+1 and for the estimation of variance at v = 0 to be also included in a log-log
plot.

Moreover, we investigate the shape of the probability distribution density function for each
stochastic tool, which, in many cases, differs from a Gaussian one, resulting in deviations between
the mean (expected) and mode (Figure A-4). To measure this difference, we use the sample
skewness (denoted g), where for g = 0, the difference is small and for any other case, larger. We
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show for each stochastic tool and for a gHK process with b = 0.2 and q/4 = 10, an example of their
95% upper and lower prediction intervals (corresponding to exceedence probabilities of 2.5% and
97.5%), as well as their pdf for a specific scale, lag and frequency.
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Figure A-1: True values in continuous and discrete time and expected values of the climacograms
(a), autocovariances (c) and power spectra (e) as well as their corresponding NLDs (b, d and f,
respectively) of Markov processes with ¢ = 1, 10 and 100, A = 1 and n = 103. Note that the
continuous and discrete values of the climacogram are identical for4 =D > 0.
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Figure A-2: True values in continuous and discrete time and expected values of the climacograms
(a), autocovariances (c) and power spectra (e) as well as their corresponding NLDs (b, d and f,
respectively) of gHK processes with b = 0.2 and q = 1, 10 and 100, A = g% (not A = 1, for
demonstration purposes) and n=103. Note that the continuous and discrete values of the
climacogram are identical for 4 =D > 0.
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Figure A-3: Dimensionless errors of the climacogram estimator (continuous line), autocovariance
(dashed line) and power spectrum (dotted line), calculated from 104 Markov synthetic series with n
=103 (for b = 0.2, g =1, 10 and 100 and A = g?): (a) & (dimensionless MSE of variance); (b) &,
(dimensionless MSE of bias); (c) ¢ (total dimensionless MSE); and (d) " (total dimensionless MSE

of NLD); as well as the sample skewness of each of the stochastic tools and their NLDs are also
shown (e) and (f).
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Figure A-4: Dimensionless errors of the climacogram estimator (continuous line), autocovariance
(dashed line) and power spectrum (dotted line), calculated from 104 gHK synthetic series with n =
103 (for b = 0.2, g = 1, 10 and 100 and A = g?*): (a) & (dimensionless MSE of variance); (b) ¢,
(dimensionless MSE of bias); (c) ¢ (total dimensionless MSE); and (d) " (total dimensionless MSE

of NLD); as well as the sample skewness of each of the stochastic tools and their NLDs are also
shown in (e) and (f).
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Appendix B

Here, we estimate several statistical characteristics of the ESK and NIG distributions such as the
mean, variance, and coefficients of skewness and kurtosis, as well as the minimum and maximum
kurtosis as a function of skewness.

For random number generation from thin-tailed distributions we adopt an extended standardized
version of the Kumaraswamy (1980) distribution (abbreviated as ESK) with probability
distribution function:

Flx;p):=1- (1 - (x ; C)a)b (B-1)

where x € [c,c +d], p = [a, b, ¢, d], the parameters of the distribution (see also Table C-1 and C-2),
with ¢,d € R (location and scale parameters, respectively, with units same as in x) and a,b > 0
(dimensionless shape parameters).

Below, we estimate several statistical characteristics of the ESK distribution such as the mean,
variance, and coefficients of skewness and kurtosis, as well as the minimum and maximum kurtosis
as a function of skewness. A detailed analysis on the general expansion of the Kumaraswamy
distribution can be found in Cordeiro and de Castro (2011), and Shuaib et al. (2016). The ESK
distribution has simple, analytical and closed expressions for its statistical central moments.
Notably, we find through numerical investigation that ESK has a low kurtosis boundary based on its
skewness and approximately expressed by C = Cs? + 1, which is also the mathematical boundary
for the sample skewness and kurtosis (Pearson, 1930).

The central moments of the ESK distribution can be expressed as (Dimitriadis and Koutsoyiannis,
2017):

p+1

Blle— " =ar ) (s (D) iae) ®-2)
&=1

for p > 1 and where u = c + dB;, (Ez—)l) the binomial coefficient and B = bB(1 +¢/a,b), with B

the beta function.

Thus, the variation, skewness and kurtosis coefficients can be expressed as (Dimitriadis and
Koutsoyiannis, 2017):

_ By—B4? __ 2B13-3B1B;+B3 _ —3B1*+6B1%B;—4B1B3+B,
v — s — k — 2
(By+c/d)?’ (B,-8:2)"% (B2-B1?)

(B-3)

respectively. After the numerical estimation of a and b, the parameters ¢ and d can be analytically
calculated as (Dimitriadis and Koutsoyiannis, 2017):

144



d = a/\/bB(l +§,b) — b2B2 (1 +§,b), c=p-— de(1 +§,b) (B-4)

Therefore, we can use the ESK distribution to approximate a variety of thin-tailed distributions
based on the estimation of a, b, ¢ and d parameters from data.

For heavy-tailed distributions we use the Normal-Inverse-Gaussian (abbreviated as NIG)
distribution with probability density function (cf.,, Barndorff-Nielsen, 1978):

va? + bzeb+a(xd_C)

nd |1+ ((xd;c))z

where x € R, p = [a, b, ¢, d], the parameters of the distribution with ¢ € R, a # 0 and b,d > 0 (see
also Table C-1 and C-2); again ¢, d are location and scale parameters, respectively, with units same

flx;p) = K, (,/az + bz\jl + ((x - C)/d)2>

(B-5)

asinx, and a, b > 0 are dimensionless shape parameters.

The NIG distribution has similar advantages to the ESK, such as closed expressions for the first four
central moments. Also, it enables a large variety of skewness-kurtosis combinations and its random
numbers can be generated almost as fast as the ESK ones through the normal variance-mean

mixture:
a
x=ct gtz (B-6)
where
b2 (y/d-d/b)?
g~N(0,1), z~f(y; b/d ,d) = d/V2mv3e 2y (B-7)

The latter is the Inverse Gaussian distribution which can be easily generated (e.g., Chhikara and
Folks, 1989, ch. 4.5).

Below, we estimate the statistical characteristics of the NIG and we justify the use of the NIG
distribution as a heavy-tailed distribution. Note that the central moments of the NIG function
cannot be expressed as closed and analytical forms and thus, we can estimate them through the NIG
characteristic function (cf., Barndorff-Nielsen, 1978):

. b\% 2a, .
i ict+b— [(5) —i=-t—it? B-8
ox(t) = E[e™] = e @ - ©9)

where the pth raw moment corresponds to

(B-9)

E[X?] = (=)" lim (dp‘px(t)>

dep
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Particularly, the first moment and the sequent three central moments are given by:

u=c+ad/b (B-10)
E[(x - )] = (@ +b2)a?/p? (8-11)
21 3a((a? +b?)d?/b?)*
B0 == (B-12)
2 2Y42 /p3)?
E[(x-n)'| = e bb)d - (1+13 (i/a)z) +3((a? + b3d?/b%)" (B-13)

After algebraic manipulations the coefficients of variation, skewness and kurtosis can be expressed
as (Dimitriadis and Koutsoyiannis, 2017):

a?+b? 3a 3 4
CV - b(a+bc/d)?’ S - [b(a?+b2)’ Ck - ;(1 + 1+(b/a)2) +3 (B'14)

respectively. The NIG parameters can then be calculated from these equations as:

30 /3c -5C5%2-9 2
d:k—,bzgfc SZZS,a—bCSU,c':u—ad/b (B-15)
k—3%s ~

3CK—4Cs2—9 Y]

Also, we can derive theoretically the maximum kurtosis of NIG for a given skewness:
5 2
Cez3C +3 (B-16)

For the classification of tails we use the test based on the functions proposed by (Klugman et al.
2012, sect. 3.4.3; see also Halliwell, 2013) and here defined as:

NP df (x;p) — 1 df (x;p)
= ;1_{1;} (f(x;p)dx)' = xl—lyr_noo (f(x;p)dx) (B-17)
After calculations we get:
1, =vaZ+b2/d —a/d >0, 1, =VaZ + bZ/d +a/d = 0 (B-18)

and hence the NIG is expected to represent a large variety of heavy-tailed distributions.

In Fig. B-1 and B-2, we observe that the smaller possible kurtosis of the ESK distribution for a given
skewness coincides with the theoretical limit defined by Pearson (1930). Also, the larger kurtosis of
the ESK includes a variety of sub-Gaussian and thin-tailed distributions. On the contrary, the
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smaller kurtosis of the NIG distribution is very close to the larger one of the ESK and thus, it can
include a variety of heavy-tailed distributions.

Table B-1: Mean, variance, and coefficients of skewness and kurtosis for the ESK and NIG
distributions. Note that B; = bB(1 + i/a, b), where B(x,y) is the beta function and i an integer.
Source: Dimitriadis and Koutsoyiannis (2017).

ESK NIG
u c+dB; c+ad/b
(a® + b?)d?
o? d*(B, — B,?) —
C 2313 - SBIBZ + B3 3a
° (B, - B,2)*"* Jb(@® + b?)
—3B,*+6B,?°B, —4B,B; +B, 3 4
Cx > —(1 + —) +3
(B, — B,?) b 1+ (b/a)?
5
min Cy ~ (2 +1 =§C52+3
max Cy ngsz +3° +00

* This is a fair approximation only for C; < -2. A more exact but empirical approximation for —10 < C; < 10, can be given by:

0.039C® + 1.724C,* + 0.032C,> + 2.7. Note that the max kurtosis for the ESK for a given skewness coincides with the kurtosis of the
Weibull distribution (Fig. B-1).

Table B-2: Parameters of the ESK and NIG distributions in terms of the mean, standard deviation,
and coefficients of skewness and kurtosis (see also Fig. B-2). Source: Dimitriadis and Koutsoyiannis
(2017).

distribution ESK4 NIG
- b?Cio
a non-analytical
3d
dv3
b non-analytical * 5
o |C—3 C2-3
c u—dB; u—ad/b
o
—_— 30 /3Ck—5652 -9
d 2
(B, - B,?) 7
3C, —4C5 -9

* The two parameters of the ESK distribution a and b can be found by solving numerically the equations: (s = (2813 —3B;B, + 83)/
(B, — B,2)*?, G = (~3B,* + 6B,%B, — 4B,B, + B,)/(B, — B,)".
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Figure B-1: Combinations of skewness and kurtosis coefficients for various two-parameter
(Weibull, GEV, lognormal, generalized normal I, skew-exponential-power —SEP— and gamma),
three-parameter (generalized normal Il and skew normal) and the four-parameter PBF (see section
6) distribution functions, along with the thin-heavy tailed separation based on the ESK and NIG
functions, respectively. Source: Dimitriadis and Koutsoyiannis (2017).
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Figure B-2: Isopleths for estimated coefficients of skewness and kurtosis for the specified values of
parameters a and b of the ESK and NIG distributions. Source: Dimitriadis and Koutsoyiannis (2017).
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Appendix C

Here, we describe how the SMA scheme can preserve an approximation of the marginal distribution
of a process through the preservation of its first four moments. Although this scheme can be
extended to preserve any number of moments, here we present the solution for preservation up to
the fourth moment corresponding to kurtosis. The pth raw moment that coincides with the
corresponding central moment for E[y] =0, can be expressed through the SMA scheme as
(Dimitriadis and Koutsoyiannis, 2017):

The raw moments of order p can be estimated from (Dimitriadis and Koutsoyiannis, 2017):

l 14

p g
Bl =Bl D s | [= D Gk k)E| ] ] (@) (C-1)

j=—1 k_j+kq_j+--+k;=p —lsjsl

p ! : L -
where (k k k ) =P , is a multinomial coefficient.
- 1-D y 1Y k_j'ki_!. k!

Therefore, assuming that E[yz] =1, the second and third raw moments can be expressed as
(Koutsoyiannis, 2000):

l
E[x?] = a?+2 ) a (C-2)
0 1221 J
l
E[x*] = a’®+2 ) a° |E[v?] (C-3)
0 1221 J

For the fourth raw moment (p = 4) we use the multinomial theorem:

4
l
4 k;
ZENE | DI | S W A L RCTans @

j=-1 k_jtkq_j+--+k;=4 —lsjsl

where the multinomial coefficient can be expressed as:

( 4 ) _ 4! C-5
k—l' kl—l; ---:kl - k—l! kl—l! kl' ( ) )

We notice that all combinations with k; = 1 are zero and thus, after algebraic manipulations we

obtain:
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! Lo
E[x*] = E[v*][ ao* + ZZ a* |+ Z Z a|2]-| afy, (C-6)
=

j=—lk=—1

Thus, the skewness and kurtosis coefficients can be estimated as (Dimitriadis and Koutsoyiannis,
2017):

(ao®+2%t,4%)
Csx = Csyp 3/2
- " (ao? + 2%, ;%)

(C-7)

c Cev(ao* + 230 a*) + 635, 0" + 12002 Bh @ + 24 %54, X1, af af
kx =

2 C-8
- (ap® +2 Zﬁ-zl a;?) (©8)
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Appendix D

In this Appendix we perform several benchmark experiments following the methodology described
in the previous section but for Gaussian distributions. First, we generate N = 1000 time series with
(normally distributed) record length and mean value of N (uy) 100 and standard deviation (on) 20,
for an HK process, with H ranging from 0.5 to 0.95.

10 -

10

—classical —classical
g - —adapted for bias 8 lassical
mean (classical) mean (classical)
9 —pooled __ 67 —pooled
I A I
= 4 = 4 W
2 2 4
0 U U 1 O T 1 T 1
0.00 025 0.50 0.75 1.00 0.0 0.2 04 0.6 08 1.0
H H

Figure D-1: Probability density function of H for a white noise process (H = 0.5) [left] and an HK
process (H = 0.8) [right], both with uy = 100 and ow = 20. Source: Dimitriadis et al. (2018b).

From the results, we see that the pooled approach performs exceptionally well whereas the

classical approach deviates from the true value as the H increases.

1.0 -
—7pooled

—mean (classical)
X=y

0.9

0.8 -

< 07 |

05 * T T T T ]
0.5 0.6 0.7 0.8 0.9 1.0

H

Figure D-2: Overall results from the Monte Carlo analysis of the HK process with yy = 100 and oy =
20. Source: Dimitriadis et al. (2018b).

Then, we generate N (number of samples) time series with (normally distributed) record length,
with yy = 100 and oy = 20, for an HK process (H = 0.8). Similarly as in the previous analysis, the
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pooled approach performs satisfactory whereas the classical approach exhibits an almost fixed
deviation (due to the bias effect) from the true value.

10 - ) 10 - .
—classical —classical
8 mean (classical) 8 mean (classical)
6 1 —pooled 6 | —pooled
oy -z
= 4 =4 -
0 T \ \ T ) 0 \ \ T )
0.0 0.2 0.4 0.6 0.8 1.0 0.0 02 04 0.6 0.8 1.0
H H

Figure D-3: Probability density function of H for an HK process (H = 0.8) and for N = 10 [left] and N
= 1000 [right], with uy = 100 and oy = 20. Source: Dimitriadis et al. (2018b).

Finally, we generate N = 1000 time series with (normally distributed) record length, with uy
ranging from 10 to 103 and own = 20, for an HK process (H = 0.8). Again, the pooled approach
performs satisfactory whereas the classical approach deviates more from the true value as uw

decreases.
10 ) 10 _
—classical —classical
8 mean (classical) 8 mean (classical)
6 1 —pooled 6 1 —pooled
= € )
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Figure D-4: Probability density function of H for an HK process (H = 0.8) and for uy = 20 [left] and un
= 1000 [right]. Source: Dimitriadis et al. (2018b).
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Figure D-5: Overall results from the Monte Carlo analysis for N ranging from 2 to 104 and uy = 100
[left] and for uwy ranging from 10 to 103 and with N = 1000 [right], both with ox 20. Source:
Dimitriadis et al. (2018b).
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Appendix E

Here we describe how the SMA model can be used to cope with non-stationary processes. The
general idea is to convert non-stationary processes to stationary ones, so that eventually the
simulation is made for a stationary process. This conversion is achieved by appropriate
transformations or by separating them into segments, as for example in the case of cyclostationary
processes. While in the recent literature there is no shortage of publications seeking or assuming
non-stationarity, this may just reflect incomplete understanding of what stationarity is
(Koutsoyiannis and Montanari, 2015). A common confusion is that non-stationarity is regarded as a
property of the natural process, while in fact it is a property of a mathematical (stochastic) process.
In non-stationary processes some of the statistical properties change in time in a deterministic
manner. The deterministic function describing the change in the statistical properties is rarely
known in advance and, in studies claiming non-stationarity, is typically inferred from the data.
However, it is impractical or even impossible to properly fit a non-stationary mathematical process
to time series, as in nature only one time series of observations of a certain process is possible,
while the definition of stationarity or non-stationarity relies on the notion of an ensemble of time
series (for practical implications and difficulties of using non-stationary models see Serinaldi and
Kilsby, 2015).

A simple example of how we can deal with a non-stationary process through a stationary one
follows. We consider an HK process (denoted as x) with H = 0.8 u = 0 and o = 1 and by aggregation
we also take the cumulative process (denoted as y, i.e. y; = yi -1 + x;). Figure E-1 shows a time series
generated from x and the corresponding time series from y. Clearly, x is stationary and y is non-
stationary (the so-called fractional Brownian noise). If we have the information about the
theoretical basis of the two processes, then it is trivial to correctly model them (Koutsoyiannis,
2016). In particular, we will know that the mean of the process y is constant (zero, not a function of
time) while its variance is an increasing function of time (a power-law function of i). Otherwise, if
the only available information is the time series of y, then we may be tempted to assume a linear
trend for the mean of y and express the mean of the process as a linear function of time, ;= ai+ b
(with a and b the parameters of the slope and intercept of a regression line on the time series). This,
however, would be plain wrong as in fact (by construction) the mean of y is zero for any time i. In
addition, the introduction of the two extra parameters (i.e.,, @ and b) has negative implications in
terms of the overall uncertainty of the model, which would cease to be parsimonious. But again,
even with this wrong assumption, the next step would be to construct a stationary model, i.e., zi = y;
- ai- b and use that model in simulations. The correct approach for this case would be to construct
the time series of x by differentiation of y (i.e., x; = vi — yi.1), which is stationary, and use the
stationary process x for stochastic simulation; then a synthetic time series of the non-stationary
process y will be constructed from a time series of x. Thus, in all cases, whether with correct or
incorrect assumptions, the stochastic simulation is always done for a stationary process.
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Figure E-1: Time series with length 1000 from the example processes x and y.
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Extended Abstract in Greek

MepiAnym

H vymAn moAvmiokdtnta kot afefatdmta TG SUVAUIKNG TNG ATUOCEALPAS £XEL ATO KALPO
avayvwploBel péoa amo TV EUTELPLA KAl AVAAVOT] TWV VSPOUETEWPOAOYIKWOV SLEPYATLOV, OTIWG
Bepuokpacia, vypacia, Avepog, BPOoYOTTWON, ATUOCEPALPIKY Tieon, TAPOXEG TOTAUOV KTA.
TUYKEKPLUEVA, OAEG QUTEG OL SlEPYAOies @AIVETAL va gpTepPLEXOUV peYaAn afefadtnta otnv
mpoPAeYn Tov emiteiveTal Adyw NG ouadomomons opoElS®wY @ALVOUEV®Y. AUTH 1) CUUTIEPLPOPA
glvat TOAU SLaOPETIKY ATO TNV EMOYIKY TEPLOSIKOTNTA IOV cupPaivel oe VTTO-eTNoL KAlpaka. H
opaSOTIOMON AUTY TWV EALVOUEVWY aviXVeVLTNKE TTpwTa amd tov H.E. Hurst to 1951 oto mAaiolo
HEAETNG €pYwV oTov ToTapd Neldo. H pabnpatikny ék@paocn autig NG CUNTIEPLPOPAS ATOSISETL
otov A.N. Kolmogorov mov v avéntuée evw peretovoe Tupwdn @awvopeva to 1940. I'a va So0el
ekloov avayvwplon Kal 6Toug 600 EMIOTNHOVEG, TO PALVOUEVO Kol 1) SUVAULKI QUTH OVOpAleToL
Hurst-Kolmogorov (HK).

[ ™V owot] HEAETN AUTNG TNG OMASOTIOMONG TWV OALVOUEV®VY KL YEVIKA TNV GTOXNOTIKI
OUUTIEPLPOPA TWV UVSPOUETEWPOAOYIKWVY SLEPYAOLWVY, B XPelalOUaoTay A@OOVEG UETPNOELS OE
emol KAlpaka. AvoTuxwG, UEYOAQ pNKN Kol LYMANG Tolotntag dedopeva eival dUokoAo va
BpebBolv Yl v8popeTeEWPOAOYIKEG Slepyacies. 0TOGO, Ol PUOIKESG SlEpYAOieS HIkPNG KATUAKAG TTOV
Snuovpyovtv kKot odNyovv TI§ USPOUETEWPOAOYIKEG, SlEmovTal amod Tupfwdn CUUTEPLPOPA.
MeAetwvtag TNV UKPOKAlpHoka TUPBwSWV  @AWVOUEVWY CE  €PYACTNPLO, UTOPOVUE Vi
KO TOVOT|OOUUE OPLOHEVEG EKPAVOELS TWV OUYYEVWV HOKPOOKOTIKWY JSlepyaciwv oTo Tmedio.
YTdapyouv oploUEVEG OUOLOTNTEG HETOED TNG WKPOKAIHOKAG TNG ToYVTNTAG TOU AVEUOU Kol TNG
Bewplag TupPwdoug oplakov otpwuatos. Emiong to péyefog twv otaydvwv Bpoxns, Tou eival
OUVU@AGCHEVO LE TNV LOPPT] KL EVTOOT TEGOSIwV BpoxOTTwoNG, emnpealetal amd Ty TUpfwdn
KOATAOTAOT TNG WKPOKA{Uakag Tou avépov. Oplopéva LoXUPA TAEOVEKTNUATA TNG UEAETNG OTN
HKPOKALPaKX TUPRNG 0TO EPYACTNPLO E(VAL 1] KATAYPAPT] XPOVOCELPW®V HEYRAOU UNKOUG, 1] LPMAN
OUXVOTNTA KATAYPAPNS KoL TO EAeYXOUEVO TepBAAAoY Tou epyactnpiov. H avaAvon autwv Twv
XPOVOCEPWV PG SIvel TN SuvatoTNTA KAAUTEPNG KATAVONONG, EAEYXOU Kal oUYKPLoNG Twv 600
ETILOTNUOVIKWOV UEBOSWV, TNG VTETEPUIVIGTIKIG KL TNG OTOXAGTIKNG AVAAUGOTG.

e aut TV STPLPn], AVATTUGCOVE TO TAXIGLO TNG OTOXAOTIKNG AVAAVGTG YA TNV EUTIELPLKN
oAAQ kol BewpnTikn ekTiunon mePOWPLWY XAPAKTNPIOTIKWOV KAl SOUNG OUOYXETIONG HLOG
Siepyaociag. Emiong, oavamtiococovpe kot e@appolovpe aAyopiBpouvg oToxaoTiKnG ouvOeong
HoONUOTIKOV  aveAllewv oAAd Kol oToXaoTIKNG TPOBAEUMS @uolkwv Slepyaciwv. Emiong,
oU{NTOVE KOl TPOTEIVOUHE £VaV XAPOAKTNPLOUO TNG TUpBwdoug CUUTEPLPOPAS HECK ATIO TNV
Tapdapetpo Hurst kat v @uoikn e&nynon mg SlacmTopdg pe v avinon g XPovikNnG KAlpakag pe
Baom epyaotnplakd melpapata Beppatvopevns Tupfwdous @AEBag. EmmpdcBeta, mpoteivoupe eva
OTOXOOTIKO HOVTEAO GCUUTIEPLPOPAS plag Siepyaciag amd HIKPEG Ot UEYGAEG KAIHOKEG, TOU
TPOKVUTITEL ATIO TNV UEYLOTOTIOMON NG evipomiag. Tédog, e@appuolovpe autd TO HOVTEAO KAl OF
aAAec Slepyaaoies pikpokAipakag tTopPNs aAAd kal e xpovooelpes Bepuokpaciog, BpoyxdmTwong,
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Vypaciag, aTHOGEALPIKNG TEGNC, TIAPOX WV TIOTAUOV KL AVEUOV, ATIO XIALASES 0TABUOVS avd ToV
KOO UO.

Elcaywyn

H Tuxalotta KoL 0 VIETEPULVIOUOG oUVNBWS BEwPOoUVTUL ECPAAUEVA WG SLAPOPETIKEG EKPAVOELS
EVOG QAVOUEVOU. AKOPO OUWG KL AV UTIOPOVCUUE VA EKPPACTOVHE KATIOLOUG (PUGIKOUGS VOLOUG YA
£Va (PULVOUEVO TIOU VU TIEPLEYPAPAV UE TIAPT AETITOUEPELX TIOAU-OVVOETA PALVOUEVA, OTIWG AUTA
™G KALaTIknG Suvapikng, Ba tav adbvato va mpoBAsPoupe 1 amid va e&nynoovpe (pEoa amd
QUTES TIG €ELOWOELS) TN HEAAOVTIKY StakUpaven Ttov @atvouévov. I'a mapadetyua, 1 avaAvor tou
Poincaré (1890) ywa To cUOTNHX TPLWV CWUATWY, £6EIEE TTWG 1) XAOTIKI) CUUTIEPLPOPA UTIOPEL VX
avaduBel kat amd TIg ELOWOELS TNG KAXGG KNG unyavikic. [Tapopola amoteAéopata Tpoékuay Kol
amod v avaAvon tou Lorenz (1963) o€ amAoTompEVESG EELOWOELS TNG ATUOOQALPLKNG SUVOHLKTG,
OTIOV eKTIUNONKE éva Xpovikd TtapdBupo mpofAreypuotntag (oo pe 2 gfSouddes, akdpa Kal av to
LOVTEAO PO ElvOL TEAELO PE YVWOTEG APYLKEG CUVONKEG.

To apxk6 evELA@EPOV YA TNV GTOXAOTIKY avaAvon €xel avenOel Tig TeAsutaieg Sekaeties oav Evag
EVOAAAKTIKOG (1] KAAUTEPA CUUTIANPWHATIKOG) TPOTIOG TOU VIETEPUIVIGHOU YLK TNV HOVTEAOTIOMOM
TV TUXaiwV (nAadn, cUvBeTWY, TOAVTIAOK®WY, AVEENYNTWVY Kol ampOBAETTWY) SIAKUUAVOEWY TTOU
KATAYPAPOVTAL OTIS YEWPUOIKEG Olepyaoies. ‘Ouwg, MG KAl 1 TUXALOTNTA oUTH Hmopel va
TPOKVYPEL ATO €V AN PWS VIETEPUIVIOTIKG, U YPAUUIKA Suvaulkd, cvomnua, elval e6@aAuévn 1
Syyotoplar PETAEY TUXALOTNTOG KAl VTETEPUWVIOHOU. AVTIBETWS, @AVETAL WG oUTEG oL SVo
OUUTIEPLPOPES GUVUTIAPXOUV GE VA (PUGLKO (aLVOUEVO, KAl StaxwpilovTal HOVo AT TOV XPOVIKO
opilovta poBAeymg (ko apa emeENynong) g Stakvpavong Tov @awvopévou autol (Dimitriadis et
al, 2016b). H ypapun autn Staxwplopov sival apeoca ovuvdedepevn pe 1o mapabupo mporeymg
XpovikoU unkovug I(g€), dmov 1 pueAdovtiky katdaotaon 6ev pmopel mAov va eEnynbel amd éva
VIETEPUIVIOTIKO VOPO HECH O€ KATIOO TeplBwplo AdBoug & Le 6pla AdBoug LiKpOTEPA ATO € TO
ovotnua Bewpeital TPoPAEY IO eV Yia peyadUTepa o@dApata ampofAento (Dimitriadis and
Koutsoyiannis, 2017). Méoa amd Tn OTOXOAOTIK avAAvoT Aolmov, avayvwplloupge v
TAPATNPNUEV] TUXALOTNTA TOU OUCTHUATOS PECH ATIO UK OTOXAOTIKY Slepyacio. Me auth
pabnuoatiky  Siepyacia (M aAAwg  ovéAEN) UTOPOUHE Vv  STULOUPYT|OOUHE  TOAAXTIAEG
TPAYUATOTIOMOEL v amd Tn @uolkn OSlepyacia (1 amiwg Siepyacia) upmopovue va
TAPATNPNOOVHUE HOVO WX TPAYUATOTOMOT TOU ouoTNHATOS (1] TOAAATMAG HOVO pHECH aTO
EPYACTNPLAKA TIEPANATA).

0 A.N. Kolmogorov (1931) ftav 0 TpwTOG IOV OPLOE PE HABNUATIKO TPOTIO TN GTOXACTIKY AVEALEN
Baolopévog ot katavour mOavoTNTag cuvexols Xpovou (Kot OxL SLakpltov), pia W6Ea Tov Eixe
opapatiotel kat e@apuooet o Bachelier (1900) kabBwg epyaldtav otnv €6eAEn TG owkovopiag ot
Sidaktopikny touv SwatpPny (Koutsoyiannis and Dimitriadis, 2016). O Kolmogorov (1931)
StapopoTolel pa KaBapa VIETEPUIVIOTIKT OO LA OTOXAOTIKY oVEALEN, LE TO Va 0pITEL pUe HOVASIKO
TPOTIO UL UEAAOVTIKY KATAGTHON TOU CUCTHUATOG OO UL TIPONYOUUEVT Tov. EvaAdakTikd, 0
oAAayn €VOG (PUOIKOU CUCTNHOTOG EVAL PE VTETEPUIVIOTIKO (OTOXXOTIKO) TPOTIO OPLOPEVT] EGV 1)
(mBavotnTta katavouns) k&be emopevn(g) katdotaon(g) sival amdéAvTa kaboplopevn amo TV
(mBavotnta katavoung) (ng) mponyovuevn(g) kataotaon(g). Emopévwg, amo Eva VTETEPUIVIOTIKO
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(oTtoxaoTiKO) PUOIKO cVoTnua umopel va TpoPAs@Oel pe akpifela n (mBavoéOTTA KaTavouns) (tng)
neAdovtikn(g) katdotaon(g) pe dedopévn v Twpwny. O AMOTEPOG OKOTOG TNG LTOXAOTIKNG
avaAvong eivatl va TpoBALPEL pia @UOLIKN Slepyacio HEow UK LABNUATIKNG OTOXAOTIKNAG AVEALENG
(Oxt SNAad| KABAPA VIETEPUIVIOTIKNG).

A0 €vVOLEG TIOU TIPOKUTITOVV ATIO TOV TTAPATIAV® OPLOUO TNG ZTOXACTIKNG avAAvoNG, Eival auTd NG
OTACIHOTNTAG KoL €PYOSIKOTNTAG, TOL elval Kot ot SU0 80tNTEG TG avEALENG Kol OXL MG
xpovooelpdg (Koutsoyiannis and Montanari, 2015). Eva pia avéAldn pmopel va eivat (pe v gupeia
évvola) otdotun (SnAadn, Ta mepBwpLA XapaAKTNPLOTIKA Kat 1) Soun e§dptnong va unv aAA&fouv pe
TOV XpOVOo) aAAG& un epyodikn, pa gpyodikn aveéAldn (SnAadn, va pmopovv Ta mEPLOWPLH Kol
XOPAKTNPLOTIKA EEAPTNONG VA UTIOAOYLOTOUV ATIO Wit XPOVOGELPA ATIELPOV UNKOUG) TIPETIEL VAL ELvat
ATAPALTATWS KAL OTACIUT, 0AALWG Sev elval SuvaTh 1 EKTIUNON AUTOV TWV XUPAKTNPLOTIKWV, Kol
apa, 6ev VTIAPXEL PUOIKO VONUA €QAPUOYNS aUTNG TNG avéAEns. Me o amAa Adyla, o Bacikdg
0TOX0G TNG ZTOXACTIKNG AVAAVONG (VAL T AVAyV@PLOT TNG TILo PEBWANG (0TAGLUNG Kot EpYOSIKNG)
avEALENG og ouveyn XPOVO TIOU UTIOPEL va SLATNPNOEL TA PUOIKA YXOPAKTNPLOTIKA TNG PUOIKNG
Stepyaciag (ool TpwTa €xel a@alpebel omolAdNTOTE VIETEPUVIOTIKY, SNAady amoivta
TpoBAEYLUN, ouuTEPLPOopd) o€ Slakpltd xpdvo, uall UE TIG OTATIOTIKEG EKTIUNOELS, ATO TIG
TAPATNPTUEVESG XPOVOOELPES, WOTE VA LEAETNOEL 1] LEALOVTIKY StakV Vo] TG (A@OU TTPWTA £X0VV
TPOOTEDEL KL TIAAL OL VIETEPULVIOTIKEG OXECELS), HEOA ATIO TNV YEVVIOT GUVOETIKWV XPOVOCELPWV

(Tpaenpa 1).

Observations of natural Statistical estimation &

processes time series synthesis
Stochastics

Stochastic process in Stochastic process in

continuous time discrete time

Tpdonpa 1: Ta rpata Lo 6TOXAOTIKNG AVAAVOTG, POV TIPWOTA EXOVHE aPaLpéoeL (TIpv amd v
avdAvon) kal mpocoBéoel Tiow (UETA TNV avdAvom) OTOLEG ATIOAUTH YVWOTEG VIETEPUIVIOTIKESG
ovumepupopés (IMnyn: Koutsoyiannis and Dimitriadis, 2016).

MeBoSoAoyia

H peBodoroyia mou xpnolpomoloVpe yla v povieAomoinon tns Soung eEdptnong Sevtépou
BaBpov (mov amd 5w kat oto €§1¢ Ba avaePOPATTE 0€ aUTH WG Sourn eEaptnong) Baciletal oto
KAlpaxkoypappa y(k), dnAadn n Slacmopd w¢ cuvaptnon ¢ KAlpakag g Siepyaciog dniadn,
2 fok x(t)dt ovvaptioel kKAipakag k, 0mov k = kA elval 1 ouvexolG xpOVOU KAHOKA OE LOVASES
XpoOvou kal k 1 adlaotatomomuévn, Bewpwvtas Tws 4 = D elval 1 Xpovikn povada pETpnong mov
xpnowomoteitat yw TN Swakprromoimon (Fpaenua 2). To kApaxkoypappa eivat amevbeiag

efaptwpevo amd v avtoovvdiacomopda c(h), i.e, c(h) = %62(h2y(h))/6h2, 61OV h elvatl 1 ouvexoULg
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XPOVOU VOTEPNOT OE HOVASEG XPOVOU, KAl aTiO TO @aoua oxvog s(w): = 2 f_oooo c(h) cos(2ntwh) dh,
OTIoV W €lval 1 OUXVOTNTA GE OUVEXT XPOVO UE HOVASEG UETPNOMG AVTIOTPOPEG TOU XPOVOU
(Koutsoyiannis, 2013). OTote, KGO éva amd AUTA TA TPl0t CTOXAOTIKA EpYAAEia EUTIEPLEXEL AKPLBWS
™mv (Slta mAnpoopia doung €Eaptnomng, aAAd £xel SexBel OTL TO MPWTO EUTEPLEXEL HKPOTEPN
oTaTIoTIKY afeBatdmta amd ta aAla SUo (Dimitriadis and Koutsoyiannis, 2015a) kat omdte, 6Agg
oL e@appoyEs edw Pacifovtal oto kApakoypapua (Seite Tig oxéoelg ektiunong kot pepoAnPiog
OAWV TWV TOPATIAV®W EPYUAElWV 6NV epyacia Twv Dimitriadis et al., 2016a).

-

x(t)4 . :
x(t) —— continuous time process

e discrete time process

=
N
L 3
—

D

Fpaenua 2: Eva mapddetypa mMPpaypatomoimong Hag avéAlng X o€ plo XpOVOOELPA GUVEXOUG

(a.0)

XPOvVou (UmAe ypauun) kat eva Selypa x; mpaypatomomoswy (pavpa onpeia) pag avealdng

(ap)

Héoov 6pov X, o€ SLHKPLTO XPOVO 4, pe XpoviKa Stactipata D Kot 6LVOALIKNS Teptodov T (Tnyn:

Dimitriadis et al., 2016a).

M mapatnpnon ¢ MOPATAVW AVAAUONMG Elval OTL 600 O XOOTIKY KoL oUVOETN eival puo
Siepyaoia, 1600 Kal o peyaAn sivat n afefatdtnta mov eumepLEXeEL. AUTO TO PALVOUEVO UTIOPEL va
EKQPOOTEL Kol HaBNUATIKE HECW TNG TUXAlOG OpXSOTIOMONG TOU EUPAVIIETAL OE TIOAAES
Yew@uokeg Siepyaoies. H opadomoinon avty pmopel va extyunOel péow g mapapétpouv Hurst
(1951) xav m ovpmepupopd auvty ovoudletat Hurst-Kolmogorov (HK) mpog Ty kat tovu
Kolmogorov (1940) mouv tnv e&é@pace pe pabnuatikd tpomo (Koutsoyiannis, 2010). Eva
Tapadetypa tETola afeBatotntag pmopetl va §00el amo TN TpoxLd Tou {aplov OTIwG avaAVBNKE amd
Tovug Dimitriadis et al. (2016b) 6mov to Tapabupo mPdPAeYNS vTtoAoyiotnke (oo pe 0.1 s, evwd Ta
TapdBupa TPoPAeYNS yix Sid@opa emelcoSia Bpoxng Kal avépou extTyumbnkav (amoé v S
avdAvon) (oa pe 5 min kat 1 h, avtiotoya. H mapdpuetpog Hurst utodoyionke avtiotoya ion 0.6 <
H < 0.5, H = 0.9 xat H = 0.95, avtiotoa. Onote, e€attiag tng HK ovpmnepipopag (oe avtiBeon pe
ouuTEPLPOPES AgukoU BopuBou 1 kat Markov), n Siepyacia pe peydAn tiunq ™™g mapauétpov H
yivetat mo mpoBAEYLUN o€ pHikpoU§ XpovikoUg opilovTeg evw yiveTal o ampoPAETTN 0 PEYAAOUG
opilovreg.
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Emtiong, n ovumepipopd HK €xel avixveubel oe TTOAAEG YewPUOIKES Slepyacies, OTIwG o€ TUPPRWBELS
(m.x., Dimitriadis et al.,, 2016a), Tpdopata o owoovotrpata (Pappas et al, 2017) aAA& kot o€
ToAAEG  vOpopeTtewporoyikés  Siepyacieg (Koutsoyiannis, 2003; O’Connell et al, 2016;
Sakalauskiené, 2003), kal TlO GUYKEKPLUEVA 0 TAPOXES Kol otaBun motapoy (Hurst, 19571;
Koutsoyiannis et al., 2008; Markonis et al., 2017), nAwakn axtwvofoAia kat TaydTNTA AVEUOU
(Koutsoyiannis et al, 2017; Tsekouras and Koutsoyiannis, 2014; Koudouris et al., 2017), o¢
Bpoxomtwon (Iliopoulou et al., 2016), avaKATOOKEVAOUEVEG TOAAXLOKALUATIKEG Oepuokpacies
(Markonis and Koutsoyiannis, 2013); 8eppokpacia kat onueio Spocov (Koutsoyiannis et al.,, 2017;
Lerias et al., 2016), xat o Vog kOpatog (m.x., Moschos et al., 2017). Eival evSiagpépov 0TI oL
TEPLOOOTEPES ATl TIG mpoavaepBeioes Siepyaoies (av emefepyactovv cwatd, Aapfavovtag
VTIOYN TA PUOIKA KOl OTATIOTIKA XOPAKTNPLOTIKA NG KaBeUldS, OTIwG TOV TPOTO UETPNOTG,
Slakpltomoinon kol oTaToTik pepoAnPia) spgavidovv mapdapetpo Hurst oto gvpog 0.8 pe 0.85,
OTIwG eixe exTun el kat amod tov (Sto Tov Hurst (1951) dekaetieg mptv (Cohn and Lins, 2005).

Amotedéopata

To To ONUAVTIKO ATOTEAECUA QUTHG TNG EPYACING, KATA TN YVW®WOT TOU GUYYPAPEXN, YLOL TIPWTN
(POPA& OTN OTOXOOTIKY OVAALGOT TAPoLCLAleTal éva KawvoTopo TAaiolo (péoa omd Tnv
LOVTEAOTIOMOT HLXG KOG CUVAPTNONG TEPLBWPLAG TTUKVOTITA KATAVOUNG Kat Soung eEaptnong
Seutépov Babuov) ya v St pnon Kot Tapaywyn midpacns s SlaKpLTOTOoM oG, GTATIOTIKNG
puepoAnPiag, oplopéves ek@Avoelg NG  SlaAsimovoag (1 odAAwg  @pdaxtod)  TupBwdoug
OUUTIEPLPOPAS (OTNV HIKpOoKA{HaKa TNG Soung eEAPTNONG) KL TNG LAKPOTIPOBEGUNG CUUTIEPLPOPAS
(otnVv pakpoxAipaka tng doung e&aptnomng), akpaia yeyovota (oto aplotepd kot 6e&l 6plo g
TEPLOWPLAG KATAVOUTG TIVKVOTNTAS TIOAVOTNTAG), AAAG akOpa Kot e@appoyEs o€ 13 TupBwdn kat
VOPOKALUATIKEG SlEpYATIEG CUUTIEPIAAUPAVOVTAG TIEIPAUATIKA SESOUEVA KAL TIAYKOTULEG AVOAVGELS
ETIyELWV 0TABUWV (OUVOALKA, APKETA B1G TTHPATNPT|CEWV).

ZUYKEKPLUEVA, £YLVAV EQAPUOYEG HE TO TOPATAV®W HOVTEAD (1] ATMAEG EKQPAVOELS QUTOV) OF
mAeypatikny tOpPn (Fpagnua 3), epyacTnplakd TEPAUATH KATAKOPUP®VY KAl 0pl{OVTIWV @AWV
Betikng avwong (Fpaenua 4), BPoxOTTwWo™ G€ HlX HEYAAOV UNKOUG XPOVOCELPA KL OE TIAYKOGULO
KAlpaka (Tpagnuata 5 kat 6), TaxLTNTA AVEROL O€ TTOAAEG XpovooelpéG oTov EAAaSIkO yxwpo Kot o€
Taykoopa kAlpaka (Fpapnuata 7 péxpt 11), Oeppoxkpacio oe maykoouia kAlpaka (Fpagnuata 12
kal 13) kat o maykoopa kAipaka Beppokpaciog, onpeiov §pooov, ToaxdTNTAG KAL ATHOCQALPLKNG
TEoN G KATNYOpLloTomUéVeG o KALLaTIkEG kKAaoelg Koppen-Geiger ([Tivakag 1). EvSiagpépov eivat
OTL 0Agq oL Ipoava@epBeioes Slepyaaies epgpaviocav ovpmepipopd HK, kat HGALoTa 0L TEPLOCOTEPES
ue xkown mapauetpo Hurst 5/6 kot mapduetpo @paktai 1/3 (oe 60eg UEAETONKE 1) CUUTIEPLPOPA
TOUG OTNV UIKPOKAlHaKQ).
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Fpaenua 3: Eumepkn kot avamopoyopevn cuvaptnon Sopng yia Sia@opovs Pabpovs twv
Stapopkwv Taxvttwy. [Inyn: Dimitriadis and Koutsoyiannis (2017).

Fpaenua 4: Mpaypatikn (mpocappoopevn ya pepoAnia, pol ypopun) kot epmelpikn (xwplg
AapBavovtag vmoym v pepoAnPia, pumie ypauun) mapdauetpog Hurst katd punkog g @A£Bac.
[Inyn: Dimitriadis and Papanicolaou (2010).
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Fpaenua 5: Eumelplkés, UOVTEAOTIOMUEVEG KAl TOPAYOUEVEG TEPLOWPLEG KATAVOUES [TTdvw
aplotepd] kat KAlpokoypappato [mavew Sefd] ywr v adiaotatomowmpévn Siepyacia g
Bpoxomtwong; n mOavoTtepn TN KAl S1A@opa GAAQ ONUAVTIKA OTATIOTIKA XUXPAKTNPLOTIKA TWV
ASLOTATOTOMUEVWY  KALLAKOYPAUPATWwY Yy 103 ouvBetikés xpovooelpes (oto  ypaonua
Selyvoupe povo 50) [katw aplotepd]; Eva mapabupo 3000 nuepwv TG mAPATNPNUEVNG Kol
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mapayduevns Bpoxdmtwong [katw Seid]. [Inyn: Dimitriadis and Koutsoyiannis (2017).

Fpaenua 6: E@oappoyn NG TMPOTEWOUEVNGC CUVAEPTNONG TOAVOTNTAS otV Taykoou Baon
nuepnoiwv Bpoxomtwoewv (www.nooa.gov; GHCN database; deite Sotiriadou et al, 2015 ywa toug
EMAEYUEVOUG aTAOUOVG) XPNOUOTIOIWVTAS TO Gueco oxfua twv Dimitriadis and Koutsoyiannis

(2017).
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Fpapnua 7: Epmelpikog pécog (Vvm) EVAVTL TUTILKIG ATTOKALONG TWV EVVEX XPOVOOELPWY HAll HE TO
TPOCAPUOCUEVO UOVTEAD [TTAVW apLOTEPGE]; Ol EUTELPIKEG, LOVTEAOTIOMUEVEG KL TIOAPAYOUEVES
TEPLOWPLEG KATAVOUEG TIUKVOTNTAS [TTAvw Se€ld] Kol KALAKOYPAUUATA [KATW aploTtepd] yla Tig
adlaotatomoimuéves  Siepyaocieg Taxvtntwv avépov; ‘Eva mapdbupo 1000 mnuepwv Twv
TOPATNPNUEVWY TaxuTHTwV oty Kw pall pe pa mapayoduevn xpovooelpa [katw Se€ld]. Inyn:
Dimitriadis and Koutsoyiannis (2017).
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Fpaenpa 8: (mavw) Katavopeg Taxyuttwy amnd eniyeloug oTabPovg ava Tov KOoHo; (LECO) oxua
WG TPOG TNV EMAOYN TWV 6TAOUWY 0TV avaAvon; (xaunAd) eEEAEn g cuxvOTNTAS TWV AKPAIWV
otoug otaBpovg. [Inyn: Koutsoyiannis et al. (2017).
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Fpaenpa 9: Tumikny amokAlon Evavtl péon§ (TTAVW) KoL CUVTEAECTEG KUPTWOTG EVAVTL ACUUHETPLAG
atd OAeG TIG eMIAEYUEVEG Xpovooelpés (Tnyn: Koutsoyiannis et al., 2017).
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Fpaenpa 10: MukvotnTa TOAVOTNTAG TG TOXVTNTAS TNG TAEYHATIKNG TUPPNG (small) kat avtng
™G TaxVINTAG TOoV avépou TG péong (medium) kot maykdopiag (global) kAipakag padli pe Tig
TPOCAPUOCHEVES KaTavouég (Tnyn: Koutsoyiannis et al.,, 2017).
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Fpaenua 11: KApakoypappa thg ToxUTNTAS TOU AVEUOU EKTIUWUEVO Yl TO GET TNG UEONG KoL
TayKoo o kAlpakag. (myn: Koutsoyiannis et al.,, 2017).
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Koppen-Geiger Climate Classification
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Source of Climate Classification: Kottek et al. (2006) Source of Station Data: ftp://ftp.ncdc.noaa.gov/pub/data/ghen/daily/

Fpapnua 12: Tomobeoieg TwV EMAEYUEVWY OTAOUWY TWV WPLAIWV XPOVOOELPWV Beppokpaciag o€
TAYKOO UL KAlpaka padi pe Tig kKAlpatikeg {wves katd Koppen. IInyn: Lerias et al. (2016).
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Tpaenpa 13: KALaKOYpAUUATA TWV KAVOVIKOTIOUEVWY BEPHOKPACLOV YLK TNV HIKPOKAILAKX Kot
uepkd (ywx emibeldn) twv wplainwv xpovooelpwyv, palli pe To MPOCAPUOCUEVO HOVTEAO. TInyn:
Koutsoyiannis et al. (2017).
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MMivakag 1: Extipwpeves mapapetpot Hurst katmyoplomompévol oe {wveg Koppen-Geiger (mnyn:
Dimitriadis et al., 2017Db).

Hurst parameter

dew atmospheric
/ Koppen-Geiger temperature wind Speed precipitation
point pressure
classification
A 0.79 0.78 0.84 0.62 0.71
B 0.73 0.77 0.82 0.59 0.72
C 0.70 0.71 0.87 0.65 0.73
D 0.72 0.68 0.85 0.66 0.65
E 0.68 0.65 0.70 0.83 0.71

ZUUTIEPACUATO

ZUYKEVTPWTIKA, Ol ONUAVTIKOTEPEG KAWVOTONIEG LTS NG epyaciag sivat (o) n avamtuén kat
e@apuoyn oe Sla@opes Slepyacie, TOU KAAOIKOU OTOXAOTIKOU TAdloiov Seutépou Labuo,
ouvpumeplAapfavovtag pebodoroyieg ywx Tnv SlAelmovoa CUUTEPLPOPAE, SLAKPLTOTIOMOT Kol
oTaTIoTIKNG pepoAnPiag, (B) n mepaltépw avamtuin cVVOEGNG OTOXAOTIKWVY CXTNUATWY, OTIWS TO
abpolopa avtomaAwvdpoukwy povtéAwv (SAR), omwg AR(1) v ARMA(1,1); o ouppetpikodg
KLvoUpeVOG pecog (SMA) oe TOAAEG SloTACELS (TTOV PTTOPEL VAL avaTapayayeL oToladnmoTe Soun
efaptnong devtépou Babuov KAl va TPOCEYYITEL OTIOLASTTIOTE KATAVOUN LECW TNG SLATIPNONG TWV
POTIWV TNG, OAAQ KOL VX HOVTEAOTIOU|OEL KATIOLEG €KQAVOELS TNG Tupfwdous SlaAelmovoag
OUUTIEPLPOPAS); KaL £va dueco kal Eupeco (Peudo) kukAo-ataoipo (pCSAR kat pSMA) oxfua yia
LOVTEAOTIOMON TNG VIETEPULVIOTIKNG TIEPLOSIKNG CUUTIEPLPOPAS, Kal (Y) 1 EL0AYWYTN KL EQAPUOYN
£VOG YEVIKEUUEVOL OTOXUOTIKOU HOVTEAOU (UE ULO OUOLX TETPATIAPAUETPLKT) GUVAPTNOT TTUKVOTNTA
mOavoTTag aAAd kat Sopng cvoxétiong g(x; €) = A/(1 + |x/a + b|)4, pe € = [A,a,b,c,d], mov
TEPIKAELEL Eva PeyaAo €0pog KaTavopwy and Gaussian €wg Suvapikng ekBetikng kot Pareto, aAda
Kol oLOYETIoEWV AgukoU BopUfou, Markov kat HK), ov eivat cOp@wvo pe pio ueyaAn moikiAia
TUpPwOwWV (o€ 0pLIOVTIEG KOl KATAKOPUPES QAEReG aAAd Kol TMAEYpaTiKNG TUPPNG), aAAd kal
VEpOKALHATIKWVY Slepyaciwv (0Tws Beppokpaacia, onueio Spdoov kal apa vypacia, fpoxdmTTwon,
OTUOGPEPLKT TIEDT, TAPOXES TTOTAUWY KAL NALAKNG akTvoBoAiag o€ TTaykdopia KAlpaka, 0AAG Ko
TOAD UEYAAEG XPOVOOELPEG OTABUNG TIOTAHWY, KAl KUHATIKOU Uoug kat meplodov). Evtunwoiko
elval To yeyovog OtL 6Agg ol apamavw Slepyacies (ouvoAkd 13) gu@avicav pakpompdBeoun
EUMOVN] KOl CUYKEKPLUEVA (£Gv avaAvBolV cwoTA PECA ATO €V (PUOLKO KOl OTATIOTIKO TAIG!LO,
TPOCAPUOCUEVEG O AAON KaTAypa@wv aAAG Kol €MSPAOELS TNG SLAKPLTOTOMOoNG KAl NG
OTATIOTIKNG pepoAnPiag) pe péon mapapetpo Hurst ton pe H = 5/6 kol (p&KTAA TTOPAUETPO (0T HE
M= 1/3 (0TtwG 6TV TEPITTWON TNG LCOTPOTILKN G TUPPNS).
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