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Deep-learning methods are receiving great scientific attention and increasingly gaining popularity

in a variety of water-resources tasks as well. Yet till now they are less employed for the simulation

of hydroclimatic timeseries, the stochastic properties of which are usually challenging and dealt by

the application of stochastic methods. The latter are well-established for the analysis and

simulation of hydroclimatic processes and are particularly successful in capturing their long-term

dependence behavior, so-called Hurst-Kolmogorov (HK) dynamics. In this work, we aim to assess

the suitability of a state-of-the-art deep learning algorithm, called Transformer Neural Network

(TNN) for hydroclimatic processes, as it is claimed to have a good performance in time series data.

The Transformer Neural Networks is a novel architecture that aims to track relationships in

sequential data while it is suggested that it can handle long-range dependence. We apply the TNN

for the simulation and prediction of timeseries from various hydroclimatic processes (such as

rainfall, runoff, temperature) and evaluate its performance in relation to the application of the HK

algorithms.
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