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Evyapiotiec

I'papovtac avtég TIc TEAEVTOIES YPOUUES TNG EPYACTOG AVTAG VIOO® TNV OVAYKT apyKO Vo
gvyopotnow 1o Ap. IMoMtikd Mnyavikd Avdpéa Evotpatidorn, pérog EAIIT g oyoing
[Tomtikoov Mnyavikdov E.M.IL. yio v gumiotocdvn mov pov €deiée avabétovtdg pov €va
wwaitepa eVOLOQEPOV Kot cuvapa amortntikd 0épa. Xmpic v moAdtiun Pondeia Tov Kot
ovveyn Tov kabodnynon n epyocio avtr dev Oa ntav idia. Niwbw 1dwaitepa evyvopmY 6To QA0
TAEOV AVOpEN TTOL LoV YAPLoE amAOYEPO OAN TN YVMOGT TOV GTO YVOGOTIKO OVTIKEILEVO NG
VOPOAOYING KOL TV TANUUVPAOV GTO, UKPA EVTATIKA LB UATO TOV OV TPOCPEPE GTO YPAPELD
208. Xapn otV oveEAvTANT VIOUOVH TOL Kol TN Ol0PKT| TOV ToPakiviion avTipetdmilo Tig
UIKPEG ATOYONTEVGELS KOl OVOKOAIEG GTNV TTOPEIN LLOV TPOG TNV OAOKANP®GN TNG EPYOCINGC.

Ba Nndera va ekpdom® TNV evyvo ooV Lov otov K. A. Kovkofivo Aypovopo kot Tomoypdpo
Mnyaviko, yio T ot)pi&n Kot Tig Kaipleg GLUPOVAES TOV, TOL amodeiyTKAY W1iTEPA YPNOYLES
o mopeia g epyaciog, Kabng kot otic E. Zappidov, E. MiyomAion kot g Z. Aviovidon mov
ocuvéBaiay og peydho Babuo pe T emoTUOVIKEG TOVG epyacieg kot Tn Ponded Tovg oy
EMTLYN OAOKANPOOTG QTG TNG EPYUGTIOG.

Evyopiotd 1dwitepa tov AvomAntot) Kobnynm N. Mapdon tg ZyoAng IToltikmdv
Mnyoavikeov E.M.IT. kot v Enikovpn Kadnynrpia k. Awatepivn Navov, pédn g tpipeAong
EMTPOTNG YLOL TNV TIS TOAVTIUEG CLUPOVAEG TOVG.

Téhog, Ba Bha VoL EVYOPIGTICM TNV OIKOYEVELD LLOV Y10 TV EUTIGTOCHVI] Kot TN O10pKN TOVG
KaBodnynon yo TV OAOKANP®GT] TOV UETATTUYLOKAOV LOL 6ToLOGV. [dtaitepa vyapiotd Tov
adEAPO Lov, ov av Kot 2000 yIAOpETpa LOKPLY , NTOV TTAVTO TO GTHPLYUA LoV OTIS OVGKOAES
otiypés. 'Eva evyoptotd opeidm otoug @iAovg Hov yia T dOvaun mov pov £dtvay Kabe popd
mov amoyontevdpovy. TéLog, dev Ba pmopovca va TapaAeiy® Vo ELYOPICTHC® TOV VITOYNPLO
dwdxtopa Atovion NikoAdmovro ywpig Tov omoio 11 OAOKANPp®GN TS pyaciog avTng dgv Oa
ntav epwet. H anepropiot fondeta kot vrootpién mov pov £0wve o€ kdbe Prpa eivar adbvato
Vo TEPLYPAPOVY GE ATYEG YPALUES.

Kovotavtiva PicBa,
NoéuBprog 2018



Abstract

The aim of this study is the development of an event-based distributed hydrological model,
incorporating novel methodologies for estimating the effective rainfall and representing the
routing processes. First, we distinguish the effective from the gross rainfall, at a cell basis, thus
extracting the spatial distribution of surface runoff during the simulation period. The underlying
model is based on an improved NRCS-CN scheme, which uses a spatially-varying CN (different
for each cell) and two lumped dimensionless parameters, i.e. one for representing the antecedent
soil moisture conditions (AMC) of the basin at the beginning of the storm event, and one for
estimating the initial rainfall abstraction. Key modelling novelty is the adjustment of the so-
called reference CN value (i.e. the value that refers to average soil moisture conditions and 20%
abstraction ratio) against the two aforementioned lumped parameters. For the propagation of
runoff to the basin outlet two flow types are considered, i.e. an overland flow across the
catchment’s terrain, and a channel flow along the river network. These are synthesized by
employing a velocity-based approach, to determine the flood hydrograph. This approach
implements an original methodology for assigning realistic velocity values along the river
network. These use macroscopic hydraulic information as well as the time of concentration of
the basin, which is considered function of runoff intensity. The proposed approach takes
advantage of regional relationships and literature values for assigning appropriate values to all
model attributes, except for the two lumped parameters of the rainfall-runoff transformation,
which are either manually assigned or inferred through calibration. In the last case, it is essential
to extract the sub-surface flow component (interflow) from the total hydrograph, which may be
done through several approaches of varying complexity. Here we propose an empirical method,
requiring the fitting of a lumped hydrological model the observed hydrograph, which explicitly
accounts for the contribution of interflow to total runoff. An alternative, more integrated
approach, aims at running the distributed model with additional functionalities, in order to
obtain the full hydrograph at the basin outlet. In this context, we have also developed a more
generic version of the modeling framework, in which the NRCS-CN procedure is combined
with a continuous soil moisture accounting scheme, thus generating both the surface (overland)
runoff as well as the interflow through the unsaturated zone. Apparently, this augmented
version requires few additional parameters, since more processes are accounted for within the
simulation procedure. For the schematization of the model domain, the user needs to formulate
two spatial layers, i.e. a grid-based partition of the basin to equally-dimensioned (squared) cells,
and a graph- based configuration of the hydrographic network, comprising junctions and
interconnected river segments. In the context of model development, we used the high-level
programming language, Python, to build a GUI interface, for data management and
visualization, and to run simulations and optimizations. The two modeling versions and the
software are successfully tested in the representation of two flood events across Nedontas river
basin.

Keywords: rainfall-runoff modelling, Python & hydrology, improved NRCS-CN method,
runoff intensity-dependent channel velocities, distributed event-based model



Extevic mepiinyn

AVATTUEN KOTAVEUIEVOV VOPOAOYIKOV AOYIGUIKOD UE EQUPLOYT] KUVOTON®Y
KIVI|LOTIKAV TEYVIKOV

Ewaymyn

Ta povtéda Bpoyng — omoppong, TPooTadovV Vo TPOGOUOIMGOLY Ui Ao TIG O TEPITAOKES
QULOIKEG OlEpPYaoieg, OUTN NG UETATPOMNG TNG EMPAVEIONKNG Ppoyng o€ vopoypdlenuo
amopponc. Omwg O6Aa To povTédo, OmOTEAOLV pio amAOTOMUEVN OVOTOPACTOCT) NG
npaypotikéTnToc. X PirpAoypagio cuvavtovtolr mowkilo poviédo, To omoio pmopovv
GUVOTTIKG VO KATIYOPLOoTTomBovV avapeESa GE:

»  Adwpéprota kou katavepmuéva: To adapépioto avtipetomilovy OAn ™ AeKdvn cov
pio evotnTo pe KOWEG QOPTIGELS KOl KOWES TAPOUETPOVS Yot OAN TNV €KTOOT) EVO TO
KATOVEUNUEVOL ETLYEPOVY TN KATATUNGT GE TOAAEG HKPOTEPES YWPIKES EVOTNTES LE
SLPOPETIKN CLUTEPUPOPEL.

» Event-based (Evog eneioodiov) kot cvveyopeva poviéda: To mpdto apopodv pia
GLYKEKPLUEVN XPOVIKN TTEPL0O0, TPOKELEVOD VO TOPOVGLUGTEL 1) OTOKPIGT TG AEKAVNG
QTOPPONG GTO GULYKEKPLUEVO YeEYOVOS PBpoyng. AviiBétme, T cuveXOUEVO LOVTEAQ
TPOCOUOIDVOLV  UEYOAES YPOVIKEG TEPLOOOVS, TOL  TEPLAAUPdvovy  yeyovota
Bpoyxdmtwong kot pn, kabmg kot petafarAdpeveg cLVONKeS Katd TN OdpKED TNG
npocopoimong. Xvvnbwc, ta event-based poviéla Topovoidlovv gvoictncio wg Tpog
TIG OPYIKEG GLVONKEG, YEYOVOG OV amattel Waitepn TPocsoy and To YPNGTN KATH TOV
kaBopiopd tovg.

*  Movtéla euoikng Pdong (dompov kovtiov - White-box), sumepikd (Lodpov KovTlon -
black-box) and evvotoroyikd povtéda. To mpdta facilovtal 6T YOPIKH KATOVOUT TOV
TOPAUETPOV KO TEPTYPAPOVY TOL PUOTKE YOPAKTNPLOTIKA. 20T060, GLVNOMC TPdKELTOL
v mepimhoka povtéla. Ocov a@opd to gUMEPIKA HOVTEAX, OVLTE HITOPOVV Vol
nwpoPAETOLV e akpifela, OP®G 0EV UTOPOVV VO EPAPLOGTOVV GE OLOPOPETIKT AEKAVT).
Télog Ta evvolohoykd povtédo ivon mapapetpikd, Pacilovior oe MUl — EUTEIPIKESG
GY£0ELG.

*  NTETEPUIVIOTIKA KOl GTOYOOTIKA HOVTEAX: Ta VIETEPUIVIOTIKA HOVTEAN OMULIOLPYOHV
70 1010 amotélecpa o€ KAOE TPEEIUO TOV HOVTEAOV Yo OEOOUEVES TILES TTOPAUETPOV.
AvtiBétwg, 10 OTOYOOTIKA, 0&lomoldVTAG MOAVOTIKEG KOTOVOUES, TOPEYOLV
OLOPOPETIKA ATOTEAEGULATO AVAAOYQ LLE TIG TOPAUETPOVG TTOL £XOVV YPNCLLomom Oet.

Me0odoloykn mpocéyyion

2V moapodoa £pyacio. OVOTTOCGETOL VO LOVTEAD Bpoyng — amoppons TPOGOUOIMONG EVOG
pepovopévoy  enelcodiov  (event-based), ypnowomoudvtag Kupiog pio  KOTOVEUMUEVN
(distributed) mpoocéyyyion a&lomoidviog TOPAAANAQ KOl OOIOUEPIOTEG  TOPAUETPOVS YLl
Kdmoteg dladkocies, KaBMG Kol SAPOPES TEYVIKES YOl TNV OVOTAPAGTOCT TOV JEPYOUCIDV,
TOGO EVVOI0A0YIKEC OGO KOl PLGIKNG PAonC.

Q¢ TpoTapyKd 6TAd10, YiveTal SoY®PIoUOG TG EVEPYOD PPOYOTTOONG, OE EMIMESOV KEALOV,
eEdyovtog Katd auTtdv ToV TPOTO TN YWPIKY KATOVOUN TNG EMUPAVEIONKNG OTOPPONG OTNV
eEetalopevn mepiodo mpocopoinwone. To mpotevdpevo poviédo Paciletar o pio Pertimpévn
ekooyn ™¢g NRCS-CN pebddov, ypnopomorwvrog pio tyun avagopds CN n omoia eiva
SLPOPETIKN Y10 KAOE KEA Kot dVO AIICTUTEG TAPAUETPOVS, KOWVES Y10 OAGKAN PN TN AEKAVT).



[Tio cvykekpipéva, N pio AvTITPOcSOTEVEL TIG GLVONKES LYPAGING TOV £6APOLS KATA TNV EVapEn
TOL YEYOVOTOC KOl 1 Oe0TEPN TNV OPYIKN KoTtokpdtnon tov eddpovc. H mpotewvduevn
pebodoroyio Exel TOAAEG KaVOTOUIES OYETIKG e TNV exTiunon g Tun avaeopds CN and
YEOYOPIKA OEGOUEVA KL TV OVOTPOGUPUOYT TNG LEYIGTNG SVVNTIKNG KATOKPATNONG OE GYECN
HE TG OVO TOPAUETPOVS TOV LOVTEAOL.

[Tpoxeévou va exktiunBei n amoppon oty €£0d0 g Aekavng amoppong daympilovior 6vo
Bactkol TOTOL PONG: M) EMMPAVELNKY] GTNV EMLPAVELDL TNG AEKAVNG KoL 1] PO GTO LIPOYPUPLKO
diktvo. A&lomotmvtog pia véa TpocEyyion PactlOpevn 6Ty EKTIUNOT TOV TOYVTNTOV 6€ KAOE
kel (velocity-based approach) kot cvvévdlovrag tovg 6vo tHmOVG pong cuvOétetan TO
TANUULPOYPAPN O 6TV ££000 TNG AEKAVNC. TNV TAPOVGH TPOCEYYIOT) OTA KEALGL TOV OVIIKOVV
06T0 VOPOAOYIKO SIKTVLO NG TEPlOYNG YiveTar piol Yeud0-VOPAVAIKY €KTiUNGoT 1 Oomoio o€
avtifeon pe TG €mg TOPA TPOGEYYIGELS, H10PHADVEL TNV EKTILMUEVT TOYVTNTO TOV TPOKVTTEL
amd 1o YPOVO GLYKEVIPOONG NG AEKAVNG o€ KAOE KAASO TOV SIKTVOV, AVAAOYQ TO. PLGIKE
YOPOAKTNPLOTIKAE TOL KAAOOL (KAiom, TpayvTTa). ME avtd Tov TpOTO divovTal pEAMOTIKES TYLES
TOYOTNTOG GTO TUNHATO TOV VIPOYPUPLKOD SIKTHOV OV Sl0PEPOVY Y®PIKE. AkOuN, yiveTot
dopbwon g ToyvTNTOG AOY® XPOVIKNG HETOPANTOTNTOG He BAon TV éviacn amoppong Tov
eneloodiov, agov Aapupdveral emmpocHeta vIOYN 1 SLYYPOVN BPAOYpaEia TOV VTOJEIKVIEL
OTL 0 YPOVOG GLYKEVTIP®ONG [og Aekdvng amoppong dev eivor éva otabepd péyebog, aAld
UETAPOAAOUEVO avAAOYQ e TNV EVTOOT) TG ATOPPONG KOl OTVOVTOL TPOGEYYIOTIKEG GYEGELG.

H mpotewvdpevn pebodoroyia, a&lomoidvtag Tic yopikég oyéoelg Kabmg Kot Tig rAtoypapikég
TIEG BETEL KaTOANAES TIEG 0 OAOL TOL XOPOKTNPLOTIKA HEYEON TOL HOVTEAOV, EKTOC O TIG
000 KOWEG TOPAUETPOVS OV aopolv OAn ™ Aekdvn. Ot tehevtaieg, eite opilovion pe
ektiunon tov peAetNTy, €lte mpokLITOVY HEC® Pabpovounong dedopévov OTL LELAPYOLV
owbéoa  Oedopéva TOPOUTNPNUEVIS OTOPPONG. XTIV TEPITTOON MOV Ol TAPAUETPOL
EKTIHOVVTOL HEG® Pabpovounong, eivot arapaitntog 0 Sy ®PIGHOS TNG VITOOEPUIKTG POT|G OTTO
TO GLVOAMKO VOpoYphENLa. XN PPAOYpaPic GVVAVTOVTOL TOIKIAEG dLOdIKAGIES oY ®PIGHLOD
OLOUPOPETIKNG TOAVTAOKOTNTAG. XTO TAIGLO TNG TAPOVCAG EPYUGIOG TPOTEIVETAL P EUTELPIKN
péBodoc, mov omoutel TNV TPOCAPUOYT] €VOG OSOUEPIGTOV VOPOAOYIKOD HOVIEAOL GTO
TOPATNPNLUEVO VOPOYPAPN L, MOTE Vo eKTUNOel 1 suuPoAn ¢ PaciKng porg 6TO GLVOAKO
VIPOYPAEN L0 Kot VO apotpeDEL.

EmnpocOeta Ouwg, onpiovpyeiton kot €vo dEVTEPO KATOVEUNUEVO HOVIEAO, TO OTOI0
TPOCOLOIMVEL KOL TNV VIOOEPUIKYT] PO} LEG® £VOG LOVTEAOV YPOUUIKOD TOUEVTPO G KAOE
KeM yio v €€aymyrn Tov OMKOD VIPOYPAPTLATOS TNV £000 TNG AeKAVNG. AvorTOyOnKe KaTA
avTdv TOov TPOMO pio Mo yeEVIKELUEVN €kOoyn Tov povtédov, otnv omoioe 1 NRCS-CN
Swdkacio cuvovdleTal e TV TPOcOUoimoN TG HETAPOANG TNG LYPAGIO TOV EJAPOVS GTO
YPOVO, OMUOVPYDOVTOG TNV EMLPOVEINKY] OAAL Kol TNV VTOOEPUIKY] amoppor). Omwg eivor
OVOUEVOUEVO OVTO TO TO OAOKANPOUEVO HOVTEAO (GUVOAIKO HOVTEAO) €XEl TEPIGGOTEPES
OTTOLTIOELS TAPAUETPMV, AOY® TOV TEPIGGOTEP®V OLEPYOUCUDV.

[Tpokeyévov va oynuatomombet 1o LOVTELD, OTOLTOVVTOL OPYLKA 1| AEKAVN OTOPPONG Kot TO
VOPOYPUPIKO diKTVLO o€ emimedo keAMoV. Ta 6000 avtd emimeda pumopovv va eEayxBodv pe Paon
10 PYnowkd Moviého Eddgovg (Digital Elevation Model — DEM) g Aexdvng,
ypnowonolwvtog ta owbéoa  epyodeion oe mepiPdrirov Tewypapikdv Xvotnudtmv
[Minpogopidv (Geographical Information System — GIS). T'a v extipnon OV YOPIKOV
TOPOUETPMOV TOV LOVTEAOVL, Eivarl amapaitnta To €ENG YEWYPAPIKA dedoUEVL:

o [ewloywol ydpteg

o Xd&pTEG VOPOTEPATOTNTOG

o Xdptec xpNoe®V/KOAVYNG YNG
o  Xdpteg KAMoewv



e  Tunuata ToV LOPOYPUPIKOV SIKTVOL KOl YEMUETPIKA YOPAKTNPLOTIKA TOVG

AKOUN, 0 ¥EPTNG YWPIKNG KATAVOUNG TNG PpoyOTTOoNG Yo pio dS0UEVT YPOVIKN TEPT0d0 eivan
aropaitnto otoyeio €16000V TOv HOVTEAOL. XNV mepimtwon ¢ Pabuovounong, eite to
Tnppvpoypdenpe (Yo 1o em@avelokd HOVTEAO) €ite To cLVOAKO vOpoypaenue (Yo TO
GLUVOAMKO HOVTEAD) BempovvTal ovoryKodaL.

Kotdotpowon e€icmoemv povréAmv

AZLoTo10VTAG TNV TOPUKATO EUTEPIKN oYEoN LOAOYIleTal To evepyd VYOS Bpoync. Ta peyén
oV avapépovtal eivol afpoloTikd.

0  h<hy EE1
he =3 (h— hgo)?
h—hy 45 7 N
hgo = AS EE. 2

Omov S: n péylotn SvvnTikn Katokpdtnon kot A adldoToTn TOPAPETPOC TOV EKQOPALEL
TOGOGTO.

2Opeova pe v KAaotkn tpocéyylon katd tnv SCS, n péytotn duvntikn Katakpdrnon divetot
amo TN GYEon:

100 EE. 3
=254(——1
S =254(; — 1)

Katd ta mpdtuna g SCS 1 mocodttar CN e€optdror amd To yopaKInPIoTiKé TOL £30(POVG
KaBmOg Ko amd v £daPikn vVypacio Katd tnv EvapEn tov yeyovotog. Atoywpilovrol Tpelg
Kotootdoelg £dagikng vypaoiag (Tovmov |1 Enpn, Tomov Il: Méon, Tomov II: Yypn). H
E&lowon 3 avaeépetar oe péon €dagikn vypoosio. I'a Adyovg evkoriag ot tipég tov CN mov
cuvavtoviotl ot Piproypaeia avaeépoviol oe péceg cvuvinkeg vypaciag. I'o Tovg dAlovg
000 TUTTOVG LYPAGIOG XPNCYLOTOLOVVTOL O TAPAKAT® EEIGMOELS:

4.2CN
CN, = 11 EE. 4
10 — 0.058CN;
23CNy,; EE. 5
CNyyy = EJ

10 + 0.13CN,,

Qot660, ot0 mAaiclo ¢ mopovcag epyaciag To CN ywn 11 péoeg ocvvbnkeg vypaociog
vroroyileton Yo ke ke o mepPdrrov GIS amd v mapakdto cyéon:

CN” = 10 + 9 X iPERM + 6 X iVEG + 3 X iSLOPE E(tD 6

Onov iperm, IVEG KO ISLOPE Ol TPELS KAAGELS E6A(POVG, TEPOTOTNTA, YPNOELS YNNG KOL SUVUTOTNTA
OTOGTPAYYLIONG, TTOL TPOKVTTOLV Ot Tivakeg Kot kvpaivovtor and 1 émg S.

Kpiveton avaykaio ot Tipég mov mpokvmrovv yia 1o CN va dtopfdvovtar dote vo Aapfdavetol
VITOYN 1 KOTAOCTAGCY LYpOciog Kot P To Yeyovog Ppoyns. Katd avtd tov tpdmo yio
omolecdnmote cuvOnkeg vypaciog mov exepdlovion pe mocootd (0 — 1) alomoteitanr o
TOPOKATO TOTOG:



_CNH_CNI E&?

CNy 5z (05— AMCeoer), AMCeoep < 0.5
(Neor = CNyi - CN,
CNyyp + o4 (AMCcoef - 0.5),AMCcoef > 0.5

And tic ektyunpuéveg Téc tov CN vmodoyiletor m péylotn duvnTiK KOTOKPATNON Ylo
ocuvteleotn anwAiel®v 20% pe Bdon v napokdto e€icoon:

S0 = 254(100/61\,20 - 1) EE. 7

Agdopévou 0TL 0 GUVTEAEGTNG ATOAELDV givatl TOAD HkpOTEPOG amd 20% oToV EAAASIKO YDPO
ocOUPOVO [e HEAETEC mOL €yovv mpaypotomowmbel, elvar amopaitnn n SWOpbwon TOL
OLUVTEAESTN S COLPMOVO LE TNV TAPUKATO GYECT) DGTE VO OVTOTOKPIVETOL GE GUYKEKPLUEVO
GUVTEAECTI] ATMOAEIDV:

2Ah + (1 — Dh, — Jhe[he(1 — )% + 4AR] EE. 8
A =
212

2V ovvEEL, VTOAOYILoVTaL EK VEOU O OPYIKEG OMMAELES, N EvEPYOS PpoydnTmon kabdg Kot
N telkn StopBopévn Tun tov CN:

CN, = 25400/(S, + 254) E&. 9
Aoappdvovtag véyn 10 YynewoKd HovtéAo £64QovG LIOoAOYILoVTaL apPYIKA Ol ETIPOVELOKEG
ToOTNTEG e Paon v KAion tov €dapovg J kot TV mapduetpo K , cuvieAeotig TpaydTNTOC
TIOV TPOKVTTEL OO TIVOKES GOUPOVA LE TIG XPNOELS YNG kotd Tov MacCuen.

V, =k JV? EE. 10

Inuewwvetot 6Tt av 1 kKAion sivon peyodvtepn amd 4%, yuo va amoegvyfel vepekTipnom g
TayOTNTOG Yiveton 1 mopakdatw opHmon:

J'=0.05247 + 0.06363S — 0.182 ¢ 238 EE. 11

AVOoQopikd HE TIG TOYLTNTEG OTA OAPOPO TUALOTE TOL VIPOYPAPIKOL OIKTOOL OVTEG
vroAoyilovtou pe Bdom v oyéon:

Vi = ﬁi]l/z E(tD 12

Omov 1 mopapetpog f Bewpeitar otabepd oto KAbe TuNpo Kot EapTdtonl amd T TOMKA
YOPAKTNPIGTIKA TOL (TPOYVTNTO, YEMUETPIN).

Bi = ¢i/n EC. 13

O mapdyovtog TayvtnTog C e&aptdtal amd To ¥pOVo GLYKEVIPOONG TG AEKAVNG t. KO dpa amd
TO UNKOG TNG LEYIGTNG OLOOPOUNG TOL VOATOPEVLLOTOC.

Vi



+ +oet

EE. 14
Lml Lmz Lmn
tT

NI VImn /
nq n; Ny

Omov tr: 0 ¥pdvog S1adPOUNG HECH TV TUNUATOV TOL VIOTOPEVIATOS, VITOAOYILOUEVOS LECH
™G OXEONG

c=t.=t.—t, E&. 15

Omov t; O YPOVOG GLYKEVIPOONG TNG VTOAEKAVNG OVAVIN NG KLPLIG OLOPOUNS TOV
VOOTOPEVUATOG OOV GLVTEAEITAL LOVO ETtiyELDL POT).

210 mAaiclo g Tapovcag epyasiog o xpdvog cuykEVTpmong ivor dueca eEaptnrévog amod To
eNEI00010 PPoyns. Zuvendc, 1 axolovdn oyéon eapUoleTal Y10 TOV VTOAOYIGUO TOL YPOVOL
GUYKEVTPWOONG:

te=1toie * EE. 16

Ed1kd y100 To povtého mpocopoimong Tov 0Akov vdpoyPAPLLATOG 1I6XHDOVV T KATWOL:

Adym Tov piKpob ypovikov opilovta 1 egatpicodtomvon moapaleinetol omd 0 160L0YI0 vEPO
oe ka0e keM. H péyrom duvmrikn kotakpdtnon petafaiietor ypovikd kot supfoiiletorl og St,
KOl DTTOOEIKVOEL TNVYOPNTIKOTNTO Hiog voBeTikng de&apevig oMKng yopntikotros K yua
€0a.Q1KT| vypaocio. H de&apevi) mpocopoldvel Ty axodpestn {dvn amd v omoia 1 fpoyodmton
OV O1ELGOVEL LETATPEMETOL GE VTOOEPLIKY| pon| 1| koteicdvon o€ Pabvtepeg {ovec. H e&icmon
oV VOUTIKOD 160LVYIOV SOUOPPDVETUL OG:

Wt = Wt—l + It - Yt - Gt E& 17

omov Wi 1 edapikng vypacio oto Prua t, It Ppoyn mov dieiodvet, Yi 1 vrodeppukn pon kot Gt
1N kateiocdvon. Arapaitnn mopapreTpog ivar n apykn edaeikn vypacio Wo. Me v yvodon g
HEYIOTNG SLVNTIKNG KOTAKPATNONG TNV 0pYN TOL EMEICOOI0V AOY® T®V TPOYEVEGTEP®V
cuvOnkoV vypaciag, 1 yopntikétnTa K vroroyileton mg:

2uvenmg oe KABe ypovikd Prpo pe v emilvon tov wolvyiov M véo péylotn SLVNTIKY
Kkatakpdtnon Ppioketar omd v oyéon 19:

St == K - Wt—l ]E(tD 19

H nopandve e&icmon cuviotd pio onpovtikn o10poponoinon amd TNV KAUGGIKN TPOGEYYIoT
SCS-CN mov Bewpel to péyebog S otabepd ot10 Ypdvo. v MOPOVLGH TPOGEYYIoT, TO S
peiodvetor 660 yepiler n oeapevn €da@ikng vypaciag, onAadn m ombnon Ppoxng sivon
peyolvtepn amd Vv koteicdvon Kot Tn Onpovpyio vrodepukng pons. Avtibeta, dtav
otapatnoeln fpoydntmon to S otadiokd avédvetal. H mpocéyyion avtr emtpénel peyoivtepn
KOVOTNTO OVATOPACTACTG UN-YPOUUIKOV CUUTEPIPOPDOV TNG SLOOIKOGIOG UETATPOTNG TNG
Bpoyng o€ amoppor] Kot  KOADTEPY OVOTOPACTOCT TOV TIOTIKOV KAAOWV TOV
VOPOYPAPNUAT®V.
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Ot depyaoieg VTOJEPUIKNG PONG KOl KATEIGOVONG TEPLYPAPOVTAL MG KAAGUOTO TNG EOAPIKNG
VYPOGIOG COUPOVA LE TIG OYECELS:

Ye =k W, EE. 20

OTOV K KO i TOPAUETPOL TOGOGTOV.

Kot yo ta dvo povtéda, yuo tn 610dgvon g mAnpupvpog oty €000 TG AEKAVNG AToppoNng
YPNOOTOIEITOL 1] EVPEWS dLdedOUEV UEBOSOG TV 160YPOVEOY KAUTLA®Y, 0POD TPMOTO
ektiunOet o ypdvog dadpoune kdbe @atviov mpog v €£0d0 ™G Aekdvng, pe Pdong Tig
TOYOTNTEG TOV PATVIMV TOV GLVOVTA 6T dtadpopn] (TOTOL enlyglog TaXVTNTAG 1 TV TAYOTNTO
TUAUOTOS  VOPOYPOPKOD diktvov). Ewdwd Yoo ™ mepintoon tov pHOvIEAOL  OAKoD
VOPOYPAPNLLOTOG EIGAYETAL P TPOGHETN TOPAUETPOG

Ileproyn perétng

O motapdg Nédovtag avikel oto Yoatikd Awpépiopa Avtikng IMehomovvicov (GRO1), xan
oépyetan amd v Kolapdro, tpotebovcag tov Nopov Meoonviag. IInydlel and tig dutikég
KMtoeg tov Tabdyetov ko ekfdiriel otov Meoonviakd Koimo, dutikd tov Apoviod Tng
Kolopdroc, pe covolkd punkog 26 km. Xtn Aekdavn ovtn dev evromilovtar épya mov Oa
umopovcay vo. petafdiiovv v vdporoywkn ¢ Slouta (T QPAYMOTH, EKTPOTES,
MuvodeEapevec). Ta petewporoyikd otoryeior mov GVAAEYovTaL amd 6TafUd TOL aEPOdPOLLioV
ota 6 km dvtikd g Kahapdrog mtapéyovv mAnpogopia yio To vOATIKO dSuVOUIKO TG TEPLOYXNG,
10 omoio yopaktpiletor and PBpoyontdoelg 600 mm oto votie tov Nopov Meosonviog
(Powvikovvto — Mebmvn), 1500 mm oto opewvd kar 800-1200 mm otig kevrpikésg, Popeteg
TedIVEG Ko NUopevég meployés. Ta dabéoipa yopikd dedopéva, ta omoia xpnoiLomotdnkoy
Yl TNV AEKAVT QITOPPONG, OPOPOVGOY TNV VYOUETPIKT TANpoPopia, SOUNUEVN GE Eva dIKTVLO
TETPAYOVIKOD TAEYHOTOS avaivong 25 m, tig ypnoels yng (Corine 2000), to yewAoywd
vdPadpo kot TG BEGEIC YwPoBETNONG TOV HETPNTIKOV GTAOUDV. XT0 ZyfLo TOL 0KOAOVOET
napovstaletan ) e€etaldpevn AeKavn KaBdS Kot To VOPOYPAPKO TG dIKTVO.

A&lomomnkav 000 KOTAyEYPOUUEVO ETEGOOIN LE TOPATNPNOCES Ppoyns o€ ddeopovg
GTOOHOVG TNG TEPLOYNG KOl TOPATNPNUEVO VOPOYPAPN LA 0TV BEom Aatopeio MmdxKa.
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Zyqpa 1: Agkavn amopporig Nédovta Kot vdpoypaeiKé dikTvo.
Avamrtoén Loyiopikov

Ia v epapuoyn tov mapandve pebodoroyiov emhéydnke n ypnon g yrdooag Python,
Evavtt GAA@V, Kuplowg AOY®D TV TOAAUTADV TAEOVEKTNUATOV TNG OTTMG Yo TOPASELYUO TO
TAN00G TAKETOV TOV TAPEYEL. XTIV TAPOVGO EPYOGIN, TEPAV TV SVO LOVIEAMY TTOL YPAPTIKOY
OT1] GLYKEKPLUEVT YADGGH, dnuovpyndnke Kot €va Aoyiopikd yioo Tnv KaAvTepn dtoyeipion
TOV 0E0OUEVOV  €16000V, TNG OVTOUATOTOINONG TOV  JdIKAGIOV TPOGOLOIMOTG Kot
BeAtiotomoinong, kobdg kot TG OmTIKOMOINoNG TV €EAYOUEVOV OTOTEAECUATOV. XTO
Zyquoto mov okoAovBolv mapovctdleTon N HOPPY] TOV YEVIKOD Tapafipov Kol Spopmv
AELTOVPYIDV.

210 aploTEPO TUNHO TOL TTAPABVPOL 0 ¥PNOTNG ELGAYEL O Ta amapaitnTa dedopéva. Avtd
elvau:

e  Pnowoko Movtého Eddgovg - DEM (.tiff)

e Kavvapog dievbvvong pong - Flow Direction (.tiff)

e Asgdopéva Bpoyomtwong (.xIsx)

e Bpoyouetrpikoi otabpoi (.shp)

e Kavvapog CN - Curve Number (.tiff)

e Kavvapog ypnoewv yng (.tiff)

o  Ovtuéc k pe Baoer tig ypnoeig yng (.xIsx)

e Mnkog TunpaTmv véatopedatog kot Tiég Manning (.shp)
e Kadvvapoc voatopevuarog (.tiff)

o Tlapatnpnuévn amoppon oty €000 ¢ Aekavng (.xIsx)
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Typa 2: Mopadvpo T EQapproyg TOV AOYIGHIKOD, E16aYMYT] Kol arxsikévien DEM.




Channel Velocity

Nash-Sutdiff Efficiency metric value is 0.8679881411485398

Flow Velodity | | Isochranes

DEM Cifdev/GUlffies/dem. i SRR Surface Model Parameters
Flow Direction | | C:/dev/GUIffies/fowdiectr. tif Show Raster a m
Rainfall Data | | C:/dev/GUIffiles/rain_ned_E2.xsx Show Plots
0.01100 |5 |0.230
Station Points | | C:/dev/GUIffiles/stationsE2.shp Show Stations
o C:/devfGUiffies/orraster 11.F Show €N Simulation Optimization
CORINE C:/dev/GUlffiles/corine25. tif Show CORINE
Complete flow model Parameters
K[CORINE | | C:/dev/GUIfiescorine _k.xisx Show k
Stream Data | | C:/dev/GU1/fles|takis.shp Show shp L B wo lag
Stream Raster | | C:/dev/GUIffiles/str_raster3.tf Show raster 0.00000 ] [0.00000 5| 000 5] 0
Observed Flow | | Ci/dev/GUlffies/Qobs15m_E2.xlsx Show Plots
b ot o = Simulation Optimization
IDW interpolate |5 %+ Head threshold (pixels) | 15000 |5 Slope Flow Accumuiation | |Overland Velocity| 3105 121 100 10 500 0 = [350

Generate Report

Qsim vs Qobs (surface model)

Zypa 3: Hapadstypa o1eEaymyng TPOGORoimM6Ng HeE TOPANETPOVS OPIGUEVES OTO TO AP OTY).
AToTELEOPATO EQUPUOYNS HOVTELOV

2to oynpata 4 kol S wapovstalovtot V0 TOPASEYLATO GO TV EMLTUYN EQOPLOYN TOV dVO
KOTOVEUNUEVOV HOVTEA®V OV ovamtOydnkav otnv mopovoo epyacio (cvvteheotéc Nash-
Sutcliffe Efficiency 0.95 kot 0.90 avtictorya) Zvvolikd, e&etdotnkav 600 S0POPETIKG
EMELGOd10. PpoyOTTOONG, KOt 01 cuvteAeoTé amoddoong Nash-Sutcliffe kot tov dvo poviélwv
NTav wWwitepa KOAOl, EVO KOl 1 OVOTOPAY®OYT TOV OL(UOV Kol TOV YPOVOV ELEAVICNS TOVG
yopaxtnpilovior ond alomotio. Xto Zynuo 6 oamewoviletol ™G TOPASELYHO 1 YOPIKN
KOTOVOUN TNG EMPAVELNKNG TOYVTNTOS TOL VEPOD KOOMG KOl 1] YOPIKT KATOVOUN TNG TOOTNTOG
GTO VIPOYPOPIKO SIKTVLO Y1a £val amd Ta ETEIGOOLNL.
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Bakas hydrometric station

25 = Observed hydrograph

= Simulated hydrograph
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Episode from 06/02/12t010/02/12

Zyfqpna 4: ZOyKpion povrEAoD 6VVOAMKOD VOPOYPOUPIROTOS UE TAPATPILEVO VIPOYPAON L.

30.000 - . .
Bakas hydrometric station
25.000 -
E 20.000 - = Estimated surface runoff
m
£ = Simulated surface runoff
w 15.000 -
[T
k<)
S
Z 10.000 -
5.000 -+
0.000 _LenAdase aseah
[cNoNoNeNeoNolNoNolNolNoNoNoNolNolNoNoNoNolNolNeolNolNololNolo
e Qe
O oOwmodwdwadaANMc~MCNMR~NNMNMOMOEOMT O T O O
OO0 A A1 N OO ddNOO A A NOOdAdAMNOOCHCNHO
Episode from 06/02/12t010/02/12

Zyfqpa 5: ZOyKpLon poviEAoV ETLYUVELOKNG ATOPPONg HE TOPATPNUEVO VIPOYPAPN LA OTTOV £YEL
oparpedei  vrodeppuiki pon.
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Tyfqpa 6: TaydvtnTes KEMAV TOV KOTOVERREVOD HOVTELOV (D00 TOTOL, ETLPUVELOKY] TOYVTNTH Kol
TAYVTNTES KEMAV TOV OVIIKOVY 6€ KLAO0VS TOV VIPOYPUPLKOD SIKTVOV).

Yopnepdopora

H epyacia avt &ixe d00 oTOXOLG, €va €PELVNTIKO KOl £vOV TEYVOLOYIKO.QQG TPOg TOV
EPELVNTIKO TNG GKOTO, KATACTPOONKAY 600 Kataveunuéva LoviéAa To omoia yopaktnpilovral
amd TOAD KOAEG EMOOCELS GTNV €QOPUOYN TOLG otnv Oedouévn mepoy HEAETNC. X
pebodoroyio mov avantHydnke GLUPAAOVY Ol TOPAKAT® KOLVOTOUIES:

e Evoopatdveror pio ocvyypovn pébosog GIS yia v extipnon tov deiktn CN and
YEQY®PIKY] TANPOQOPiaL.

e A&omoteiton pia epmelpikn oyéon yo v avaymyn tov CN og omolacdnmote cuvonkeg
vypaciog Tpw 10 VPPV BpoydTTOONC.

e Ewdyeton pia péBodog avaymync tov CN yio 0TolodNToTe apyIkn KOToKPATHON.

e Evoopoatdveror e KOTavepUnUEVO HOVTEAO 1) AOYIKN TOV UETAPOAAOUEVOL HE TNV
£VTOoN NG AmOPPONG YPOVOL GUYKEVTPMOOTC.

e AwopOdvovtar yopikd ot TayOTNTEG GTOVG KAGOOVS TOV VOPOAOYIKOD SIKTVOV OVAAOYO
LE TO PLGLOYPOPLKH YOPAKTNPIGTIKA TOVG KOl STVETOL 1] SLVOTOTNTA Yo SLOOEVOT UE
KOVOTOUTIKT) akpifela ympig tn ¥pnoT VOPAVAKAOV LOVTEAWV.

o TIpocOnkn eElodoewv 1oolvyiov otig oyéosig ¢ nebddov SCS yia v Tpocopoinon
™G VTOOEPUIKNG PONG Kot TNG METARAAAOUEVNG YPOVIKA UEYIGTNG OLVNTIKNG
KOToKpaTNOoNG

o  DedOAN TPocLyyion, Le Ayeg TapapuéTpous, o€ avtifeon e ToAAd dAL KaTOvVEUTLLEVOL
HovTEAQ IOV YpeLdlovTon TANO0G TaPAUETP®V Y1 TV AEITOVPYIN TOVC.

Q¢ TPo¢ ToV TEYVOAOYIKO OKOTO NG 1M gpyacio PEpvel € GVLEVEN TOALL VTOAOYIOTIKA Ko
TPOYPOUUOTIOTIKA EPYOAEin, avOolyTOL KMOIKO, TO Omoio &ivor dwitepa ypnoo cTov
GUYXPOVO VOPOADYO-UNYOVIKO, Y10, TOWKIAEC YPNOES: YEOY®PIKN OVAAVLOT), GTOTIOTIKY,
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VIOAOYIOTIKE TokéTa, aAyOpOuol Peitiotomoinong, dwyeipion dedopévov, omntTikomoinon
OTOTEAECUATOV K.0., TO OTOL0L OLCLVOEOVTOL HEC® TNG KATUELOUEVNG OTOV EMIGTNUOVIKO
Koopo ylwocog Python. Xto mlaicio g mopovsog epyociog avamntoydnke poli pe to
VOPOrOYIKE povTéla Kol €vo. €0YPNOTO AOYICUIKO YloL TNV OLTOUATOTOINGN OAMV TV
SdIKOCIDV.

Aééeic — Kiaidwd: povtéha Bpoyns-amopponc, Python & vdporoyia, Peltiopuévny NRCS-CN
péEB0S0GC, To\LTNTO VOUTOPEVUATOG EEAPTAOUEVT] OO EVIOGT) ATOPPONG, KOTOAVEUUEVO LOVTEAL
UEUOVOUEVDV ETEIGOOIMV.
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1 Introduction

1.1 General context

The scope of this study is the development of an event based distributed hydrological model
dealing with rainfall-runoff simulation. In contrast with most contemporary hydrological
models (some of them discussed in Chapter 2), we seek for a parsimonious approach in data
requirements and parameters needed. Also, this study aims to incorporate many novel and
recent methodologies/techniques that fuse geospatial operations with rainfall — runoff modeling
and attempt to solve a common problem with most rainfall-runoff models that are not coupled
with hydraulic models: that of the oversimplified assumption of a spatiotemporally constant
value of channel network velocity.

Also, there is a second, but equally important Hydrolnformatics — related objective of this
thesis: the integration of various tools that help the modern hydrologist perform data analysis,
geospatial operations, simulation/optimization, numerical analysis and visualization in a single
platform. For automation of data handling, simulation and optimization procedures and
visualization, a GUI software is implemented, written in the high-level programming language
Python. Also, novel programming paradigms (in the sense of the usual “engineering” approach
to programming) such as parallel programming and Just-In-Time (JIT) compilation are
implemented, so as to reduce the typically expensive computation cost (in terms of execution
time) associated with distributed models that operate in fine time and spatial scales (usually
time step smaller than one hour, and grid size smaller than 100 m) These fine scales
exponentially increase computations needed and such models are of particular interest for code
optimization.

1.2 Structure of the thesis
This thesis comprises ten chapters:

In the second Chapter a literature review is conducted in order to document and analyze the
theoretical background regarding the rainfall — runoff models. Also, some of the most known
distributed models are described.

The third Chapter is a review of GIS programming tools, presented in order to illustrate the
most common available tools in hydrological studies and to stimulate the reader about modern
practices.

The fourth Chapter consists of an overview of the chosen programming language, Python,
and its advantages over others. In addition, the packages and libraries employed in this thesis
are introduced.

In Chapter five the applied methodology of this study is thoroughly described. All the
procedures used in the implementation of the two models and the novelties of this work are
listed in this chapter.

Chapter six provides the necessary information regarding the calibration procedure.

Chapter seven is the model implementation in Python, in which the procedure followed for the
creation of the two models is described in detail. Also, in the same chapter is described the
software application which is developed, with all its capabilities.
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In Chapter 8, Nedontas stream basin, which is the study case of this thesis is presented and the
relevant data.

Next, Chapter 9 contains the results, the parameters as well as the performance metrics of the
two models implemented.

Chapter 10 discusses the conclusions of this study. This chapter consists of a summary of the
topics treated in this thesis, the novelties of the work, final remarks regarding the conclusions
made from all analyses and, finally, suggestions for further research.



2 Review of distributed hydrological models

As the scope of this work is the development of an event-based distributed hydrological model,
this chapter acts as a brief introduction to rainfall-runoff modelling and a short review of some
widespread distributed models that are extensively referred in the literature.

2.1 Classification of rainfall-runoff models

Rainfall — runoff models are no different than other general computational models in the sense
that they are simplified representations of real-world systems. In fact, hydrological models deal
with the complex nature of rainfall-runoff processes, which is determined by a number of highly
interconnected water, energy and vegetation processes at various and mixed spatial scales, most
of them not well understood or easy to represent with equations and/or models. All these
processes exhibit large uncertainty, thus making essential to employ several modeling
assumptions. Hydrologists rely on their self- understanding of the system gained through
interaction with it, observation and experiments, in what is known as perceptual modeling
(Beven, 2001).

There are many classifications of rainfall-runoff models found in the literature. The most
common distinctions are between (Sorooshian et al., 2008):

e Deterministic and stochastic models: Deterministic models generate the same output for
every model run, for given parameters, whereas stochastic models use probabilistic
inputs, thus providing different outputs for given parameters.

e Event-based and continuous: Event-based models run for a specific time period, to
represent the response of the basin against a given rainfall event, whereas continuous
models simulate arbitrary long periods of time, comprising both rainfall and non-rainfall
events and generally changing conditions throughout simulation. Typically, event-based
models are quite sensitive against the initial conditions, which should be carefully
determined by the user.

e Physically-based (white-box), empirical (black-box) and conceptual (grey-box) models:
The differences of these three approaches are summarized in Table 2.1.

Table 2.1: Summary of empirical, conceptual and physically-based models (adapted from Gayathri et al.,
2015).

Empirical Conceptual Physically-based ‘
e Data-driven or metric or e Parametric or grey box |¢  Mechanistic or white box
black box e Based on modeling of e Based on spatial distribution,

Involve mathematical
equations, derive value
from available time series
Little consideration of
features and processes of

the system

reservoirs and include
semi-empirical equations
with macroscopic
physical basis
Parameters are derived

from calibration

evaluation of parameters
describing physical
characteristics

Require data about initial
state of model and
morphology of the

catchment




e High predictive power, low [e Simple and easily e Complex model, requiring

explanatory depth implemented in human expertise and
e Cannot be transferred to computer code computational capability

other catchments e Require large o Suffer from scale-related
e Examples: ANN, unit hydrological and problems

hydrograph meteorological data e Examples: SHE/MIKESHE
e Valid within the boundary |e Examples: HBV model, model, SWAT

of given domain TOPMODEL e Valid for wide range of

e (Calibration involves curve situations

fitting make difficult

physical interpretation

e Lumped and distributed models:

The latter is essentially the most distinctive model classification. In lumped models, the spatial
variability is discarded from the model, as the whole basin is a unit generating runoff. Thus, the
input data (mainly the precipitation) is forced to relate with the output data (streamflow) without
considering spatial processes, patterns and characteristics. The lumped hydrologic models
impose many assumptions, especially in large watersheds, as variables and parameters are
representative average values (lumped) for a river basin with semi — empirical equations
describing the physics (Refsgaard, 1996). Lumped models were first conceived nearly 170 years
ago, to address the limitation of data and computational power. The first widely used rainfall —
runoff model is attributed to Mulvaney (1851), and it is widely known as the rational method.

On the other hand, a distributed model accounts for spatial variations of processes and
properties, thereby explicit characterization of the processes and patterns is made (Beven, 1985;
Refsgaard, 1996; Smith et al., 2004). Probably, the first distributed model was introduced by
Ross (1921), who attempted to divide zones in the catchment area on the bases of travel time
to outlet and used routing techniques. The modern availability of high spatial resolution data
such as DEM, precipitation, vegetation, soil and other atmospheric variables has led to a recent
surge in developing many sophisticated distributed hydrologic models. In a distributed
physically —based model the water and energy fluxes are usually computed from the prevailing
partial differential equations (e.g., Saint Venant’s equations for overland and channel flow,
Richard’s equation for unsaturated flow and Boussinesq’s equation for groundwater flow)
(Refsgaard, 1996). Distributed models have advantages, in terms of considering spatially
variable inputs and outputs, assessment of pollutants and sediment transport, and also analyzing
the hydrological responses at ungauged basins (Smith et al., 2004). Due to the fact that
distributed models make distributed predictions, there is a lot of potential for evaluating not
only the predictions of discharge at a catchment outlet, but also the internal state variables, such
as water table levels, soil moisture levels, and channel flows at different points on the network.
In the last two decades, few attempts were made to validate the predictions. This is clearly
partly due to the difficulty of collecting measurements (Beven, 2012). It is worth noting that all
distributed models require effective parameter values to be specified at the scale of the
calculation elements that may be different from values measured in the field. Distributed
predictions indicate that distributed data can be used in model calibration but evaluation of this
type of model may be difficult due to differences in scale of predictions and measurements, and



the fact that the initial and boundary conditions for the model cannot be specified with sufficient
accuracy.

2.2 Physical processes modeled within rainfall-runoff models

Beven (2012) argues that our understanding on the physical processes is still evolving and there
is a debate among many hydrologists about the most important processes in rainfall-runoff
modelling and generally, different processes may be dominant in different environments.
Conceptually, most hydrological models incorporate variations of the processes represented in
Figure 2.1. These are mostly attributed to mechanisms from the seminal works of Horton
(1933), Cappus (1960), Hewlett (1961), Hursch (1936), Betson (1964), Dunne (1970), and
Weyman (1970), as depicted in Figure 2.2 (Beven, 2012).

Between Storms

transpiration

percolation

capillary fringe
—_ water table
«—

During Storms precipitation

evaporation

interception

overland flow

precipitation onto
saturated areas

direct channel
precipitation througfall

|

Figure 2.1: Hydrological processes incorporated in most rainfall-runoff models (Beven, 1991).

matrix
infiltration

water table

return flow




(a) Infiltration Excess Overland Flow (Horton, 1933)

(d) Subsurface Stormflow (Hursh, 1936; Hewlett, 1961)

(e) Perched Subsurface Stormflow (Weyman, 1970)

Figure 2.2: Mechanisms represented in seminal works in hydrology (Beven, 2012).



In their simpler form, hydrological models require two essential components: one to determine
how much of a rainfall event becomes part of the storm hydrograph (the runoff generation
component, related to volume), the other to take account of the distribution of that runoff in
time to form the shape of the storm hydrograph (the runoff routing component, related to
temporal distribution). These two components may appear in many different guises and degrees
of complexity in different models, but they are always there in any rainfall-runoff model,
together with the difficulty of clearly separating one component from the other. In general, it is
accepted that the runoff generation problem is the more difficult (Beven, 2012). Practical
experience suggests that the complexities and nonlinearities of the flow generation processes
are much greater than for the routing processes, and that relatively simple routing models may
suffice. One of the most common routing processes in the literature is the Muskingum method.

2.3 Brief review of common distributed hydrological models

Some hydrological models based on a grid to grid approach are listed below. Firstly, the fully
3-D models of Binley et al. (1989a, 1989b) and Paniconi and Wood (1993) use a grid-based
spatial discretization. The ANSWERS model (Beasley et al., 1980; Silburn and Connolly, 1995;
Connolly et al., 1997), which has its origins in one of the very first fully distributed grid-based
models of Huggins and Monke (1968), essentially considers only an infiltration excess runoff
generation mechanism, using the Green—Ampt infiltration equation to predict excess rainfall on
each grid element. The runoff generated is then routed towards the stream channel in the
direction of steepest descent from each grid element. The CASC2D model of Doe et al. (1996)
and Downer et al. (2002) is similar in that it also uses a Green—Ampt infiltration equation, but
it uses a 2-D diffusion wave approximation to model overland flow on the hillslopes and a 1-D
diffusion wave model for the channel reaches. CASC2D was later extended to include more
subsurface flow processes as the Gridded Surface/Subsurface Hydrologic Analysis (GSSHA)
model (Downer and Ogden, 2004; Downer et al., 2005). Moreover, the 3-D version of
HILLFLOW of Bronstert and Plate (1997) is a grid — based model, with the interesting option
of modelling the Richards equation using the fuzzy logic methodology of Bardossy et al. (1995).
HILLFLOW also has a 2-D option for modelling individual hillslope elements.

231 SHE Model

A widely known hydrological model based on grid elements is the Systéeme Hydrologique
Européen (SHE) model, which was introduced in 1977, as collaboration between the UK
Institute of Hydrology, the Danish Hydraulics Institute (DHI) and SOGREAH of Grenoble in
France. Beven et al. (1980) have published an early description of the model. Later, an
explanation of the modelling philosophy was provided by Abbott et al. (1986a, 1986b), and
finally, the first full application, to the Institute of Hydrology River Wye experimental
catchments at Plynlimon, Wales (10 km?) was published in a series of articles by Bathurst
(19864, b).

SHE, which is a grid — based model, divides the catchment into a number of square or
rectangular grid elements, linked to channel reaches that run along the boundaries of the
hillslope grid. The grid size in case studies that employ SHE ranges from 50 m up to 2 km in a
recent case study for the Kolar and Narmada catchments in India, which is a very wide range.
However, it is obvious that in the latter case the grid size is so large that the model cannot be
considered to be representing flow on the hillslopes or in the smaller channels of the catchment
in any meaningful way.

Each hillslope grid element has a specified surface elevation and model components for
interception, evapotranspiration, snowmelt and one-dimensional vertical unsaturated zone flow
where appropriate. A two-dimensional surface runoff and groundwater components links the
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grid elements. Internal boundary conditions allow the coupling of surface flow and infiltration
into the unsaturated zone, the unsaturated and saturated zones at the local water table, and
groundwater and channel flows. The model is able to predict a variety of runoff generation
processes on each grid element, including both infiltration excess and saturation excess runoff,
and the groundwater flow component can be used to simulate subsurface contributions to the
hydrograph under suitable conditions.

The main disadvantage of this model is the large number of parameters. The parameter values
required are effective values at the grid element scale, which may not be the same as values that
might be measured locally. Nevertheless, the model also offers the potential to specify fully
distributed precipitation and meteorological data across the model grid elements, if the data are
available. The predictions are, however, dependent on the grid scale used.

2.3.2 SHE evolution

A UK version of SHE is SHETRAN, which is based within the Water Resource Systems
Research Unit at the University of Newcastle. SHETRAN has added contaminant and sediment
transport components (Bathurst et al., 1995, 2004; Ewen et al. 2000). The DHI version, MIKE
SHE, has also added a contaminant transport component (Refsgaard and Storm, 1995). In both
cases, the predictions of contaminant transport are based on the advection—dispersion equation.
Both DHI and the University of Newcastle now have versions of SHE which make fully 3 -D
solutions for the unsaturated — saturated flow domain. MIKE SHE has also added options to
use a simple groundwater store where a fully subsurface solution is not justified and to predict
a preferential recharge to the saturated zone as a simple proportion of the infiltration rate
(Refsgaard and Storm, 1995). Such modifications undermine the way in which models purport
to be “physically-based”.

2.3.3 G2G model

In the Probability Distributed Moisture PDM model, which is described in Figure 2.3, the
multiple storage elements are allowed to fill and drain during rainstorm and interstorm periods
respectively. If any storage component is full then any additional rainfall is assumed to reach
the channel quickly as storm runoff. A slow drainage component is allowed to deplete the
storages between storms, contributing to the recession discharge in the channel and setting up
the initial storages prior to the next storm. Evapotranspiration is also taken from each store
element during the interstorm periods.

The advantages of the PDM model are its analytical and computational simplicity. It has been
shown to provide good simulations of observed discharges in many applications so that the
distribution of conceptual storages can be interpreted as a realistic representation of the
functioning of the catchment in terms of runoff generation. However, no further interpretation
in terms of the pattern of responses is possible, since there is no way of assigning particular
locations to the storage elements. In this sense, the PDM model remains a lumped representation
at the catchment scale.
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Figure 2.3: Structure of the PDM model (K.J. Beven, 2012).

The Figure 2.4 illustrates a PDM model, used as a semi-distributed model, where PDM
elements represent grid squares feeding a grid-to-grid routing method.
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Figure 2.4: Integration of the PDM grid elements inti the G2G model (after Moore et al. 2006).



This Grid to Grid (G2G) model is directly descended from the distributed forms of PDM model
noted above and makes use of the same way of relating the maximum storage in the runoff
generation function to the local mean slope for each grid.

The G2G model is the first example of a hydrological model for the whole of the UK. It makes
use of calibration, wherever gauging station data are available, but can also provide predictions
for ungauged subcatchments and catchments, if data are not available. Any grid element in the
country can be interpreted (or color coded in a visualization) for the current state of the flow in
either absolute terms or as a frequency of occurrence. This makes the model a useful tool for
forecasting purposes.

G2G has now operational use in the UK (Met Office Global and Regional Ensemble Prediction
System - MOGREPS), since it provides predictions of potential flooding with long lead times.
This model runs on a 1 km grid for the whole of the UK up to five days ahead, enabling a
probabilistic evaluation of the potential for flooding across the country.

234 TOPMODEL

A simple approach to predicting spatial patterns of the responses in a catchment is represented
by TOPMODEL (Beven et al. 1995; Beven 1997). This aims to develop a pragmatic and
practical forecasting and continuous simulation model and a theoretical framework within
which perceived hydrological processes and model procedures may be researched.

The parameters of the model are physically interpretable and few in number, so as to ensure
that values determined by a calibration exercise should be more easily identifiable. This model
represents an attempt to combine the computational and parametric efficiency of a distribution
function approach, with the link to physical theory and possibilities for more rigorous
evaluation of spatial patterns of predictions offered by a fully distributed model.

Figure 2.5: Definition of the upslope area and draining through a point within a catchment (K. J. Beven,
2006).

TOPMODEL is considered as an improved approximation of the kinematic wave description
of the subsurface flow system. This link was explicitly made by Kirkby (1997) and Wigmosta
and Lettenmaier (1999). It is premised upon two basic assumptions: that the dynamics of the
saturated zone can be approximated by successive steady state representations of the saturated
zone on an area a draining to a point on a hillslope (Figure 2.3) and that the hydraulic gradient
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of the saturated zone can be approximated by the local surface topographic slope, tan S. These
assumptions lead to simple relationships between catchment storage (or storage deficit below
saturation), in which the main factor is the Kirkby topographic index (a/ tan g) (Kirkby, 1975),
which represents the propensity of any location to reach saturated conditions.

TOPMODEL was initially developed for simulating small catchments in the UK. The results
indicate that reasonable results are possible using the minimum parameters for calibration. It is
worth mentioning that catchments with deeper groundwater systems or locally perched
saturated zones are more difficult to model. These tend to go through a wetting up sequence at
the end of the summer period in which the controls on recharge to any saturated zones and the
connectivity of local saturated zones may change with time. Durand et al. (1992) have shown
that this model can successfully simulate discharges in catchments with fast responses.

Regarding the software involved with TOPMODEL, there are two programs associated. The
first one, for initial analysis of a catchment DTM (DTMAnalysis) and the second one
TOPMODEL99 to simulate hydrographs and contributing areas, but also to carry out model
sensitivity analysis.

Overall, this rainfall — runoff model, by employing an index of hydrological similarity using
topography and soil information, can map the predictions. The calculations are based on the
distribution of the index, which greatly reduces the required computer resources. The
TOPMODEL concepts are not, however, applicable everywhere, particularly in catchments
subject to strong seasonal drying when the basic assumptions underlying the index break down.

It is important to mention that the simplicity of the TOPMODEL calculations have allowed the
interaction between grid resolution of the topographic analysis and calibrated parameter values
to be studied in a number of applications. A similar interaction between scale of discretization
and effective parameter values should hold for more complex models, including physically
based fully distributed models, but may not be so readily apparent.

2.3.5 SWAT model (Soil and Water Assessment Tool)

The development of SWAT is an ongoing procedure and it is the successor of “the Simulator
for Water Resources in Rural Basins” model (SWRRB). SWAT model is a complex physically
— based model and was designed to test and forecast the water and sediment circulation and
agriculture production with chemicals in ungauged basins. It is efficient in performing long-
term simulations. The model delineates the entire catchment into sub-catchments, which are
further divided into hydrologic response units (HRU), on the basis of land use, vegetation and
soil characteristics. Model inputs are daily rainfall data, maximum and minimum air
temperature, solar radiation, relative air humidity and wind speed, while its outputs are water
and sediment fluxes, vegetation growth and nutrients concentrations. Snowfall is estimated on
the basis of precipitation and mean daily air temperature, while the methods of Penman-
Monteith, Priestly-Taylor and Hargreaves are used for the estimation of potential
evapotranspiration. In order to obtain accurate forecasting of water, nutrient and sediment
fluxes, it is necessary to simulate the full hydrologic cycle of the catchment, by employing the
water balance equation:

t .1)
SWt=SWO+E R, — Qs — W, — ET — Qs
i=1

where SW; is the humidity of soil, SWo is base humidity, Ry is rainfall volume in mm water, Qs
is the surface runoff, Ws is seepage of water from soil to underlying layers, ET is
evapotranspiration, Qgs is ground water runoff and t is time, in days.
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3 Computational tools for GIS programming

Considering the spatial character of parameters and inputs controlling the hydrological
processes across a river basin, it is not surprising that Geographic Information Systems
(GIS) have become an integral part of hydrological studies. This chapter provides an
overview of open source GIS software used in hydrological and geospatial analysis, used
in the course of this work and providing insight on useful functionality. As a remark, in
the early stages of the thesis, the proposed model in chapter 7 was developed as a
QGIS/Grass plugin, before implementing it as a standalone application.

3.1 QGIS
3.1.1 General

QGIS is an Open Source Geographic Information System (GIS) that was established in
2002, by G. Sherman. The project was incubated with the Open Source Geospatial
Foundation (OSGeo) in 2007. Initially, it aimed to provide a GIS data viewer for common
geospatial formats, however functionality over time increased exponentially due to a large
community of users and developers. It has reached a point in its evolution where it is being
used for daily GIS data analysis in many fields replacing paid professional GIS services.
This Open Source GIS could be installed on Windows, Mac OS X, Unix, Linux, and
Android operating systems, making it a very flexible software package, which any scientist
could use and develop.

3.1.2  Overview of QGIS

This section provides an overview of the basic functionalities of the program, and its use
in the domain of hydrology, hydraulics and water resources management.

QGIS is composed of two programs, QGIS Desktop and QGIS Browser. Desktop is used
for managing, displaying, analyzing, and styling data, while the Browser is used to manage
and preview data. One of the main strengths of this program is its ability to load a large
number of data types. The user is able to load vector files, with the opportunity to choose
the source type and source of the dataset. The commonly used flat file types are ESRI
shapefile (.shp), AutoCAD DXF (.dxf), Comma separated values (.csv), GPS eXchange
Format (.gpx), Keyhole Markup Language (.kml), SQLite/SpatiaLite (.sqlite/.db). QGIS
Directory can load data stored on disk that is encased in a directory. The commonly used
directory types are U.S. Foundation. As a library, it presents a single raster abstract
data model and single vector abstract data model to the calling application for all supported
formats. It also comes with a variety of useful command line utilities for data translation
and processing. QGIS, as well as many other programs, use GDAL to handle many
geospatial data processing tasks. QGIS supports PostGIS, SpatiaLite, MSSQL, and Oracle
databases.

Also, QGIS supports the loading of OGC-compliant web services, such as WMS/WMTS,
WCS, and WFS. Loading a web service is similar to loading a database service. In general,
it is necessary to create a new server connection, connect to the server to list the available
services, and add the service to the QGIS project.

With QGIS, the composition of maps is swift and the program is capable of printing or
exporting to image and graphic files. The Print Composer presents a blank sheet of paper
for the map crafting. Apart from the map body, the user could add images, text, legend, a
scale bar, graphic shapes, arrows, attribute tables, and HTML frames. Map elements
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become graphics on the composition canvas. The user could customize the properties of
the map, the size of the paper etc. The Atlas generation tab allows the generation of a map
book. For example, a municipality could generate an atlas by using a map sheet GIS layer
and specifying which attribute column contains the map sheet number for each polygon.
The Items tab allows toggling individual map elements on and off.
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Figure 3.1: Composing maps in QGIS environment (QGIS manual).
3.1.3  Adding functionality with plugins

Even though the existence of potential workflows, analysis settings, and datasets within the
broad field of GIS are numerous, no out-of-the-box software could contain the tools for every
scenario. Fortunately, QGIS has been developed with plugin architecture from ground up.
Plugins are add-ons to QGIS that provide additional functionality. Some are written by the core
QGIS development team and others are written by the QGIS community. Some useful and well
known plugins are being presented below.

OpenLayers Plugin

This plugin allows the user to insert an OpenStreetMap, Google, Bing map as a layer. Using
the panel, the map type can be selected. The raster image that is been loaded could be used as
a backdrop to help find out the location on the map. Figure 3.2 illustrates the application of this
plugin. This plugin can be very useful in a hydrologic study as it allows the user to assess the
real world terrain characteristics from real and recent satellite images.
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Figure 3.2: OpenLayers Plugin interface (OpenLayers manual).
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Floodrisk plugin

This open source and free analysis toolbox, part of the open-source geographic information
system Quantum GIS, was developed for estimating flood impacts due to flooding and, hence,
to help authorities understand better and manage flood risk. These tools are not intended to be
business-ready software applications; however, it is usable by third parties for evaluation and
demonstration purposes.

The tool performs simple risk assessments, considering fixed event scenarios, estimates the
probability of each scenario separate and calculates the consequences deterministically. In order
to perform these tasks, the hazard, receptor and vulnerability are required.

In order to quantify the flood hazard, the maximum depth values and the maximum velocity
values maps. In general, the inundation map is essential. Since timely flood warnings can save
lives, warning time is a crucial data to assess the consequences for people. Therefore, the tool
needs as input the information of the zones with different warning time (denoted as warning
time map). The warning time indicates the amount of time between the reception of a warning
and the instant in which the population of each structure could be affected by the flood event,
i.e. the amount of time in which the population of each structure can mobilize or adopt
mitigation measurements.

Receptors are considered the exposure, referring to people’s assets and activities, threatened or
potentially threatened by a hazard. The exposure data of the study area is stored in a geo —
database. The dataset must consist of the following maps:

= the polygon boundary of the study area

= census map of population

» buildings and/or land use map

= lines maps of infrastructures (e.g. roads, railways etc.)

Receptors are defined in this case as characteristics of a system that describe its vulnerability.
Catastrophic floods, such as those by dam-break or levee failure, can cause fatalities. In this
case, the parameter "fatality rate” (or more presicely the percentage of the population at risk of
death) is generally adopted to quantify vulnerability. Fatality rates are based on flood severity,
warning time and warning quality.

There are empirical methodologies of literature calibrated on historical cases that provide values
of fatality rates as a function of the parameters mentioned above. FloodRisk tool contains some
of these tables of values. A flood can cause, also, many types of economic damages that can be
classified in a variety of ways. The tool is able to calculate the tangible direct physical damages,
i.e. the damages resulting from floodwaters on property and structures. Tangible damages are
usually quantified and measured as monetary losses. Flood damages depend on many variables.
These variables might include depth of water, velocity of floodwaters, duration of flood,
sediment load, and contamination. However, flood damage to structure is strongly dependent
on the water depth of a flood (Merz et al., 2010).

Geographical information systems (GIS) tools are ideal to manage spatial information,
providing adequate spatial processing and visualization of results. The tool, takes into account
the quality and dissemination nowadays reached by Geographic Free/Open-Source Software
(GFOSS) and has it in order to make available the results of the project. The main advantage of
QGIS relies on the easiness and quickness in developing new plug-ins, using Python language.
Therefore, this project was developed in QGIS platform and the interface was created in Python.
FloodRisk toolbar is shown in the following Figure. Each button is linked to a window with
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several options, such as menus, labels, edition windows, combo boxes, and simple buttons, that
help the user to access input and output directories.

Example of loss maps produced using FloodRisk engine and presenting the expected economic
losses for a benchmarking study case, proposed by the organizer committee of the 12" ICOLD
International Benchmark Workshop on Numerical Analysis of Dams, are presented in Figure
3.4.

In conclusion the tool can be used to prioritize corrective actions to achieve an informed risk
reduction or for the identification of the "optimal™ measures of risk mitigation.
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Figure 3.3: FloodRisk toolbar (FloodRisk manual).
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Figure 3.4: Example of damages map (FloodRisk manual).
RiverGIS

RiverGIS is a QGIS plugin for creating HEC — RAS flow model geometry from spatial data.
The functionality is similar to that of HEC — GeoRAS. For data store and spatial operations it
needs a PostGIS database. RiverGIS is free software and is released under the GNU General
Public License.

RiverGIS is capable of creating a HEC — RAS model (1D and 2D). The fundamental difference
from HEC — GeoRAS is that the RiverGIS uses a PostgresSQL database with the PostGIS
spatial extension for data storage. A single PostgreSQL database can be used to store many
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model geometries. Each model goes to its own schema, a kind of database directory for data
grouping. Therefore, the first step is to create a new schema for a model. HEC — RAS 1D flow
model geometry consists of rivers network, cross-sections and, optionally, hydraulic structures
such as weirs, bridges or storage areas. Users have an option to import spatial data to the
database from other data formats (i.e. ESRI Shapefiles) or create it from scratch.

The second step is the definition of the geometry data, its creation or import. These data are
stored in a river database table, containing river lines, cross-sections etc. If a table needs a user’s
specified attribute, it is given in the user defined attributes column. Attribute names of the
source data can differ from the database attribute names, but can be mapped easily to the right
column, as shown above. If the required attributes are empty or nonexistent, users have to fill
the database columns by hand after the import.

After that definition of the river network, the cross sections need to be presented. The elevation
tool generates points along the cross-sections. RiverGIS also has the possibility of representing
hydraulic structures, e.g. bridges, culverts etc.
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Figure 3.5: RiverGIS interface (RiverGIS manual).
As Figure 3.5 illustrates, the plugin can generate a model to import into HEC-RAS. RiverGIS
builds 2D HEC — RAS geometry using the following river database tables created by a user:
» FlowAreas2D: a polygon layer representing 2D Flow Areas. It has 2 user defined
attributes the 2D Flow Area name and the mesh cell size for a flow area.

= BreakLines2D: a polyline layer for aligning cell faces along the breaklines with 3
user defined attributes, the default mesh points spacing along a structure, the default
mesh points spacing across a structure and the number of mesh rows that should be
aligned to a breakline.
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» BreakPoints2D: a point layer for creating a cell face at exact locations along the
breaklines (optional). No attributes required.
= DTM: adigital terrain raster layers set.

The creation of the 1D base model with available 1D tools is considered to be the base model
for the 2D flow areas. By defining the attributes of the FlowAreas2D and BreakLines2D, the
2D mesh is created (Figure 3.5).
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Figure 3.5: 1D model in RiverGIS (RiverGIS manual).
FreeWAT

FreeWAT platform is a large plugin integrated into QGIS. FREEWAT includes several
modules for dealing with water management issues, with particular attention to groundwater.
Simulation codes (mainly from the MODFLOW USGS family) for dealing with groundwater-
related processes (e.g., groundwater flow, solute transport in aquifers, etc.) constitute the basis
of the plugin. he complete list of modules so far integrated is provided below:

= Observations Analysis Tools (OAT) for time series analysis.

= Tools for analysis, interpretation and visualization of hydrogeological data (akvaGIS)
= Tools for analysis of groundwater quality datasets (akvaGIS)

= Groundwater flow modelling (based on MODFLOW-2005)

= Solute transport in the unsaturated zone (based on MT3D-USGS and the USB module)
= Solute transport in the saturated zone (based on MT3DMS)

= Density-dependent groundwater flow (based on SEAWAT)

= Management of water in agriculture (based on the FARM Process)

= Water management and planning (based on MODFLOW-OWHM)

= Crop yield at harvest (based on the Crop Growth Module, from the EPIC family)

= Sensitivity analysis and calibration (based on UCODE_2014)

The Figure 3.6 shows how the different modules are interconnected, taking as reference a
standard modelling procedure.
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Figure 3.6: Flow — chart of the different modules in FreeWAT (FreeWAT manual).

3.2 GRASS
3.2.1 General Information

Geographic Resources Analysis Support System (commonly referred to as GRASS GIS), is a
Geographic Information System (GIS) used for data management, image processing, graphics
production, spatial modelling, and visualization of many types of data. It is an Open Source
Software released under General Public License (GNU). GRASS GIS is an official project of
the Open Source Geospatial Foundation.

Originally developed by the U.S. Army Construction Engineering Research Laboratories
(USA-CERL, 1982-1995), a branch of the US Army Corp of Engineers, as a tool for land
management and environmental planning by the military, GRASS GIS has evolved into a
powerful utility with a wide range of applications in many different areas of applications and
scientific research. GRASS is currently used in academic and commercial settings around the
world, as well as many governmental agencies including NASA, NOAA, USDA, DLR, CSIRO,
the National Park Service, the U.S. Census Bureau, USGS, and many environmental consulting
companies.

In September 2006, the GRASS Project Steering Committee was formed which is responsible
for the overall management of the project. The PSC is especially responsible for granting SVN
write access.

GRASS GIS contains over 350 modules to render maps and images on monitor and paper,
manipulate raster and vector data including vector networks, multispectral image data
processing and create, manage, and store spatial data. GRASS GIS offers both an
intuitive graphical user interface as well as command line syntax for ease of operations.

3.2.2  Capabilities
These are some of main capabilities that the program has to offer:

= Raster analysis: Automatic rasterline and area to vector conversion, Buffering of line
structures, Cell and profile dataquery, Colortable modifications, Conversion to vector
and point data format, Correlation/covariance analysis, Expert system analysis, Map
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algebra (map calculator), Interpolation for missing values, Neighborhood matrix
analysis, Raster overlay with or without weight, Reclassification of cell labels,
Resampling (resolution), Rescaling of cell values, Statistical cell analysis, Surface
generation from vector lines.

3D-Raster analysis: 3D data import and export, 3D masks, 3D map algebra, 3D
interpolation (IDW, Regularised Splines with Tension), 3D Visualization (isosurfaces),
Interface to Paraview and POVray visualization tools.

Vector analysis: Contour generation from raster surfaces (IDW, Splines algorithm),
Conversion to raster and point data format, Digitizing (scanned raster image) with
mouse, Reclassification of vector labels, Superpositioning of vector layers.

Point data analysis: Delaunay triangulation, Surface interpolation from spot heights,
Thiessen polygons, Topographic analysis (curvature, slope, aspect), LIDAR

Image processing: Support for aerial and UAV images, satellite data (optical, radar,
thermal), Canonical component analysis (CCA), Color composite generation, Edge
detection, Frequency filtering (Fourier, convolution matrices), Fourier and inverse
Fourier transformation, Histogram stretching, IHS transformation to RGB, Image
rectification (affine and polynomial transformations on raster and vector targets), Ortho
photo rectification, Principal component analysis (PCA), Radiometric corrections
(Fourier), Resampling, Resolution enhancement (with RGB/IHS), RGB to IHS
transformation, Texture oriented classification (sequential maximum a posteriori
classification), Shape detection, Supervised classification (training areas, maximum
likelihood classification), Unsupervised classification (minimum distance clustering,
maximum likelihood classification).

DTM-Analysis: Contour generation, Cost/path analysis, Slope/aspect analysis, Surface
generation from spot heights or contours.

Geocoding: Geocoding of raster and vector maps including (LiDAR) point clouds.
Visualization: 3D surfaces with 3D query (NVIZ), Color assignments, Histogram
presentation, Map overlay, Point data maps, Raster maps, Vector maps, Zoom/unzoom
— function.

Map creation: Image maps, Postscript maps, HTML maps.

SQL-support: Database interfaces (DBF, SQL.ite, PostgreSQL, mySQL, ODBC).
Geostatistics: Interface to "R" (a statistical analysis environment), MATLAB, etc.
Temporal framework: support for time series analysis to manage, process and analyze
(big) spatio-temporal environmental data. It supports querying, map calculation,
aggregation, statistics and gap filling for raster, vector and raster3D data. A temporal
topology builder is available to build spatio-temporal topology connections between
map objects for 1D, 3D and 4D extents.

Furthermore: Erosion modelling, Landscape structure analysis, Solution transport,
Watershed analysis.
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Figure 3.7: Vector data analysis in GRASS GIS (GRASS GIS manual).

Figure 3.8: Mars topography from Mars Global Surveyor MOLA data (GRASS GIS manual).
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Figure 3.9: Floor bathymetry from MB - System (GRASS GIS manual).

As far as hydrological sciences are concerned, GRASS GIS offers a variety of possibilities for
the hydrologists. The most significant ones are listed below:

Itzi: A dynamic, fully distributed hydrologic and hydraulic model that simulates 2D
surface flows on a regular raster grid using simplified shallow water equations. It uses
GRASS GIS as a back-end for reading entry data and writing results.

r.topmodel: Simulates TOPMODEL which is a physically based hydrological model
(see section 2.3.4).

HydroFOSS: A distributed, physically based hydrological model.

SWAT: A river basin scale model developed to quantify the impact of land management
practices in large, complex watersheds (see section 2.3.5).

r.water.fea: Interactive program that allows the user to simulate storm water runoff
analysis using the finite element numerical technique. Infiltration is calculated using the
Green-Ampt formula. r.water.fea computes and draws hydrographs as well as at stream
junctions in an analysis area. It also draws animation maps at the basin level.

GIPE: The GRASS Image Processing Environment (GIPE) employs USLE, energy-
balance and radiance-reflectance correction models (r.hydro.CASC2D; a physically-
based, distributed, raster hydrological model which simulates the hydrological response
of a watershed subject to a given rainfall field.

r.gwflow: Numerical calculation program for transient, confined and unconfined
groundwater flow in two dimensions.

r3.gwflow: Numerical calculation program for transient, confined groundwater flow in
three dimensions.

r.sim.sediment: Sediment transport and erosion/deposition simulation using path
sampling method (SIMWE).

r.stream.basins: Delineates basins according to the stream network.

r.stream.channel: Calculates local parameters for individual streams.

r.stream.distance: Calculates distance to and elevation above streams and outlet.
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r.stream.order: Calculates Strahler's and more streams hierarchy.

r.stream.segment: Divides network into near straight-line segments and calculate its
order.

r.stream.slope: Calculates local parameters for slope subsystem.

r.stream.snap: Snap point to modelled stream network.

r.stream.stats: Calculates Horton's statistics for Strahler and Horton ordered networks
created with r.stream.order.

r.stream.angle: Route azimuth, direction and relation to streams of higher order.
r.stream.basins: Calculate basins according user input.

r.stream.del: Calculates downslope length of first order streams and delete them if it
length (in pixels) is lower than the threshold.

r.stream.distance: Calculate distance to and elevation above streams and outlets
according user input. It can work in stream mode where target are streams and outlets
mode where targets are outlets.

r.stream.extract: Stream network extraction. It produces a vector network with the
direction of the vector lines corresponding to the flow direction.

r.stream.order: Calculate Strahler's and Horton's stream order Hack’s main streams and
Shreeve's stream magnitude. It uses r.watershed or r.stream.extract output files: stream,
direction and optionally accumulation. Output data can be either from r.watershed or
r.stream.extract but not from both together.

r.stream.pos: Route azimuth, direction and relation to streams of higher order.
r.stream.stats: Calculate Horton's and optionally Hack's statistics according to user
input.

r.basins.fill: Generates a raster map layer showing watershed subbasins.

r.water.outlet: Generates a watershed basin from a drainage direction map (from
r.watershed) and a set of coordinates representing the outlet point of watershed.
r.watershed: Watershed basin analysis program.

r.lake: Fills a lake to a target water level from a given start point.

r.basin: Generates the main morphometric parameters of the basin.

r.threshold: Finds a first tentative value of upslope area to be used as input to extract the
river network.

r.nydrodem: Applies hydrological conditioning (sink removal) to a required input
elevation map.

r.sim.water: Overland flow hydrologic simulation using path sampling method
(SIMWE).

r.inund.fluv: Allows obtaining a fluvial potentially inundation map given a high-
resolution DTM of the area surrounding the river and a water surface profile calculated
through a 1-D hydrodynamic model.

r.hazard.flood: Is an implementation of a fast procedure to detect flood prone areas. It
may help in the delineation of flood prone areas, especially in basins with marked
topography. The use of the modified topographic index should not be considered as an
alternative to standard hydrological-hydraulic simulations for flood mapping, but may
represent a tool for a preliminary delineation of flooding areas.
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Figure 3.11: The GRASS 7 Architecture (GRASS GIS manual).
The architecture of the newest GRASS 7 is presented in Figure 3.11.

Being open — source, it is possible to view and change all of the source code, mostly C, with
some bash and Python, in which it is written. GRASS is well-vetted and fully-functional. Being
open-source means that you can view and change the source. GRASS is more of a
computational / scripting GIS and less of a point-and- click GIS than ArcGIS. It is considered
to be an advantage, however f needed there is also available an interactive surface.

Another major feature of GRASS is that it is a topological GIS, thus it is impossible to have
small gaps or overlaps between vector areas. It also forces lines to meet and interact according
to some fairly logical rules. This ensures consistency in geologic mapping and allows users to
query vector maps based on their neighbors.
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4 Why Python?

Python is the main computer language used in the software application developed within this
thesis. This chapter provides some insights in the rationale behind the aforementioned choice
and why the Python ecosystem is a mature environment for developing modern hydrological
applications.

4.1  General characteristics and benefits of using Python

The design focus of the Python language is on productivity and code readability through an
interactive python console, the clear, readable syntax (through the whitespace indentation as
opposed to Java, C# etc. which use complex indentation), the full modularity, which supports
hierarchical packages, and the dynamic data types and automatic memory management. What
distinguishes Python from most of the other programming languages is its simplicity and
powerfulness. This programming language can join together code snippets, which were written
originally in C, C++, Fortran etc., and merge them with native Python code without hassle, thus
allowing scientists from many fields to easily port their existing code, models and tools. There
is a growing user community which makes many tools easily available as Python packages. It
is worth mentioning that the Python Package Index, which is one major host of Python code,
has more than 15,000 packages listed, indicating its current popularity. These packages include
visualization, numerical algebra libraries, optimization toolboxes, geospatial libraries,
interconnection with compiled and interpreted languages, memory catching, Web services,
mobile and desktop graphical user interface programming, and many others.

Due to the access to a nice combination of GIS tools, mathematics, statistics etc., Python is a
useful language for the science community. Also, it is OS-agnostic and scalable, making it
compatible for users in every platform, from Linux supercomputers to Raspberry Pi units in
custom remote measurement stations. In addition, its natural syntax, makes programs written
in Python exceedingly clear and easy to read, especially for beginners, and is a great first
programming language, especially for scientists with limited exposure to computer
programming and students in an academic environment.

Python is a modern, interpreted, object-oriented, open-source and free language used in all
kinds of software engineering in the last few years. This language is considered to be a robust
integration platform, ranging from data analysis to distributed computing, and graphical user
interfaces to geographical information systems (GIS). Due to the interpreted nature, Python
allows an easy development and fast prototyping. While there are many other languages that
have similar features, Python offers interconnectedness and comprehensiveness, allowing users
to apply innovations from other communities and disciplines.

Every Python package is used in the same interpreted environment and also data flow does not
have to occur through files. This makes it possible to access any variable in any tool at any
(logical) time in the workflow. Python users have much greater ability to access innovations
from industries outside of the Earth sciences. This latter advantage will become increasingly
more important, as the science community enters the world of cloud computing, big data, and
mobile computing. In the next decade, Earth sciences, like hydrology cannot afford to ignore
these innovations.

The unique benefits of Python have begun to be recognized in the engineering community, and
as a result its population of users is growing. In particular, Python can help the engineers to
improve their research, through the clear code that offers. With the access to the new
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capabilities being generated daily from industries, more and more engineers and scientists
become aware of Python’s abilities and its tools. It is considered to be the next wave in the
computational Earth sciences.

4.2 Possible drawbacks and remedies

It is (generally) true that Python, as an interpreted language, is a relatively ‘slow’ language for
computer simulations, as opposed to compiled languages, such as C++. However, the execution
time alone is not the major factor that contributes to the “time cost” of a computational project.
The costs of prototyping, development and maintenance work are also significant. However,
these procedures are inherently done with lower time cost in Python. Nowadays, for research
programming, it may be far more economic to accept that the code runs only at 25% of the
expected possible speed if this saves for example a month of a researcher’s time.

Furthermore, research code is usually not limited to one project, but has long run life
expectancy. By using it repeatedly, the code evolves, grows, bifurcates etc. It is essential that
the programmer invests the time to make the code fast and after works on speed optimization.
So, the use a language that is easy to read and has a great expressive power will help in this
direction. Additionally, a well-written Python code could be very fast if time critical parts in
executed through compiled language or JIT-interpreters (Just In Time compilation — see the
section about the numba package). As long as these calculations are done efficiently, the overall
time will be insignificant for most computational projects.

4.3  Comparison to other languages commonly used in hydrology
43.1 Pythonvs MATLAB

The most common implementation of Python is in C (also known as CPython), which is mostly
referred to as “Python”. Apart from the programming language and interpreter, Python also
consists of an extensive standard library. This library is aimed at programming in general and
contains modules for OS-specific stuff, threading, networking, databases, etc.

On the other hand, MATLAB is a commercial numerical computing environment and
programming language. The concept of MATLAB refers to the whole package, including the
IDE. The standard library does not contain as much generic programming functionality but does
include matrix algebra and an extensive library for data processing and plotting. For extra
functionality the Mathworks provides toolkits.

Matlab ecosystem | Python ecosystem

Core Matlab Core Python _ PYZ(',
Spyder

-IDE - interpreter _ N%{: \DE

- interpreter - programming lang. - Wing

- programming lang. - standard library - PyCharm

- HUGE standard library
- GUI builder (sort af)

Image processing TK

Figure 4.1: Matlab vs Python.

As Python is open and free, it is very easy for other parties to design packages or other software
tools that extend Python. It is possible to create applications using any of the mayor GUI
libraries (e.g. Qt), use OpenGL, drive your USB port, etc. Another example is the Cython
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package that enhances the speed of algorithms by converting Python to compiled C code, and
cx_Freeze that creates standalone application from source code.

Each package is being developed by a different group (though there are common overlaps),
who are also users of the package. Many packages are available for different purposes. In this
open source ecosystem most packages are driven by a handful of core developers, but many of
a package users contribute to the development by reporting issues, helping with documentation,
and making small improvements to the code, debugging, issue handling, etc.

MATLAB has some fundamental shortcomings, most of which arise from its commercial
nature:

= The algorithms are proprietary, which means the code of most of the algorithms is not
available to the users, leaving them with the doubt that the code was not implemented
correctly.

= MATLAB is quite expensive, which means that code that is written in MATLAB can
only be used by people with sufficient funds to buy a license.

= Usually, Mathworks puts restrictions on code portability, the ability to run code on
someone else’s computer.

= The proprietary nature also makes it difficult almost impossible for third parties to
extend the functionality of MATLAB.

Furthermore, there are some other issues that stem from MATLAB’s origins as a matrix
manipulation package:

= The semicolon, which can be useful to show the result when you type code in the
console, in scripts is partly redundant.

= Indexing is done with braces rather than brackets, making it difficult to distinguish it
from a function call.

However, MATLAB has major advantages, for example:

» It has a solid amount of functions.

= Simulink is a product for which there is no good alternative yet.

= Itis easier for beginners, because the package includes everything someone would need,
while in Python the installation of extra packages and an IDE is essential.

= |t has a large scientific community, meaning it is used on many universities (although
few scientists on their own invest in licenses, nor do small companies).

Generally, Python advantages out-weight MATLAB’s. Some of them are listed below:

= Open source program

= Python was created to be a generic language that is easy to read, while MATLAB started
as a matrix manipulation package, and then followed the introduction of a high level
programming language.

= Powerful, meaning it is a language well designed, with powerful datatypes such as lists,
sets and dictionaries, helping the programmer to organize the data.

= MATLAB supports namespaces for the functions that the programmer writes, but the
core of MATLAB is without namespaces. Python works with modules, which is needed
to be imported. Using namespaces gives structure to a program. In Python everything is
an object, so each object has a namespace itself, making this language good at
introspection.
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= Introspection allowing the user to access any part of the application, including some of
Python’s internals.

= String manipulation is deeper integrated within Python.

= Portability, making possible to program in most of the operating systems (Windows,
Linux, and OS X).

= Functions and classes can be defined anywhere. For example, one file (whether it is a
module or a script) could contain many functions and classes.

= Python allows the creation of GUI (Graphical User Interface) in order to transform a
program to an application which is presentable and functional as well. There are major
GUI toolkits like Wx or Qt. MATLAB’s GUIDE approach is lackluster compared to
these toolKits.

Conclusively, Python is considered to be more appropriate for creating a standalone program
that MATLAB.

4.3.2 Pythonvs C/C++

The C programming language is a low-level compiled language (sometimes classified as a 3™
generation language) that is widely used in academia, industry and commerce. C++ provides a
different programming paradigm than C but for the purpose of this work, C++ is more similar
to C than it is to MATLAB or Python. The main advantage of compiled low-level languages is
their execution speed and efficiency (for example in embedded systems). C/C++ is able to
create more compact and faster runtime code, making it the language of choice for 95% of
operating systems’ code. When it comes to speed, however, runtime speed is not the only aspect
of development to consider, it is crucial to think about the development speed. While Python
may be less efficient than C/C++ at runtime, during development it's much more efficient.
Interpreters read each line of code, parse it, do runtime checks and call routines in order to
execute the operations in the code. This is a lot more activity than what you get from running
C/C++ code, where the same line of code might be compiled into just a couple of instructions.
This can lead to slower runtime speeds and higher energy consumption with Python.

C++, which originally designed to move C programmers to a higher level, aimed for
functionality more than error prevention. As a program language is complicated and difficult to
learn. One the other hand, one of the main advantages of this language is that the user can
achieve almost everything from writing a new OS to shader applications for modern Graphics-
heavy video games. However, there are some serious problems with libraries, due to its aging
design. Its specification and diagnostics are often baffling. Its standard library is large, but
unfortunately not powerful. Furthermore, some of the commonly used class libraries, e.g.,
Boost, CERN ROOT, CGAL etc., are often complicated and idiosyncratic.

Regardless the fact that C++ is complicated, there are quite few benefits. Firstly, the user is able
to create its own data structures. Secondly, if the programmer needs high efficiency, this is the
language of their choice. Furthermore, if someone needs assembler level coding, C++ is a better
option than Python, but these benefits do not matter match in the context of programming for
hydrology applications.

Contrary to C/C++, Python is high-level language, and it is clear that for engineers, who ask
for an easy to implement programming language to solve their problems, Python seems to be a
better choice.

4.3.3  Python vs Fortran

Fortran falls into the same category with C, but while Fortran is still commonly used in
academia it appears to be overtaken by C (and C++) in many industrial applications.
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FORTRAN, is approximately the 1/3 size of C++ and a much simpler language. FORTRAN,
which is still traditionally used for scientific/engineering numerical computing for reasons of
inertia, t has a very long history of compiler optimization work. It was designed before there
was real language/compiler science. It is a compiled imperative programming language,
originally developed by IBM in the 1950s for scientific and engineering applications.
FORTRAN came to dominate this area of programming early on and has been in continuous
use for over half a century in computationally intensive areas such as numerical weather
prediction, finite element analysis, computational fluid dynamics, computational physics,
crystallography and computational chemistry. It is a popular language for high-performance
computing and is used for programs that benchmark and rank the world's fastest
supercomputers. In addition, it is a much more optimizable language than C++.

However, due in large part to disagreements among members of the Fortran development
groups, Fortran 77 was deficient in a number of areas. Most or all of these have since been
addressed by Fortran 90/95, however, so they do not represent current language deficiencies.
These limitations include:

= Poor string handling, including weak concatenation and length functions.

= Subroutines pass arguments by reference rather than by value, making data protection
difficult.

= Data scoping is limited. Variables can either be local or in COMMON blocks, but no
other scoping is allowed. As a result, it's not possible to write file-level procedures;
shared logic must be in a separate subroutine or repeated via cloning.

= Loop controls are somewhat limited, requiring continued use of the GOTO statement to
manage flow in some cases.

4.3.4  Python for hydrologists

As mentioned before, Python is an easy enough language for everyone to use. Most engineers
do not have the urge to be programmers. What they try to achieve is to use tools in order to
make their work more efficient and faster than before. Hydrologists slowly make Python the
programming language of their choice for all the above reasons and for the numerous libraries.
Python is especially useful as glue for existing programs, either written in C or FORTRAN.
Some of these are listed below:

» GRASS GIS, which has been interfaced with Python.

= CFM, a library for the creation of hydrological models.

= MODFLOW, the groundwater model is interfaced by FloPy.

= OpenHydrology, a library of open source hydrological software written in Python to
operate as packages under an umbrella interface.

» PyQGIS, a Python interface to QGIS.

There are also many hydrologic applications entirely written in Python, such as:

= AMBHAS, a hydrological library in Python.

= ANUGA 2, a package for modelling dam breaks, riverine flooding, storm-surge or
tsunamis (in Python and C).

= Evaplib, a Python library containing functions for calculation of evaporation rates.
Functions include Penman open water evaporation, Makkink reference evaporation,
Priestley-Taylor evaporation, Penman-Monteith evaporation and FAO's Penman-
Monteith ETO reference evaporation for short, well-watered grass. In addition, there is
a function to calculate the sensible heat flux from temperature measurements.
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EcoHydrolib, which provides a series of Python scripts for performing ecohydrology
data preparation workflows.

As far as hydrological models are concerned, these are some of the most commonly used:

EXP-HYDRO Model, which is a catchment-scale hydrological model that operates at
a daily time step.

LHMP, a lumped hydrological model- tiny docker container with complete
environment for predictions.

PyCatch, a component based hydrological model of catchments built within the
PCRaster Python framework.

Topoflow, a Python hydrologic model by Scott Peckham.

Wrflow, which is a distributed hydrological model platform that currently includes two
models: the wflow_sbm model (derived from the topog_sbm soil concept) and the
wflow_hbv model which is a distributed version of the HBV model. This is actually part
of a larger Deltares project called OpenStream.

GIS capabilities are also present:

pyDEM, a Python digital elevation model analysis package. PyDEM depends on
TauDEM for certain steps (e.g., pitfilling) and it also makes extensive use of the GDAL
library for working with geospatial rasters.

PyGeoprocessing, is a Python/Cython library that provides a set of commonly used
raster, vector, and hydrological operations for GIS processing.

Tools for the field of Meteorology are also available in Python:

Meteolib, is a Python library containing meteorological functions for calculation of
atmospheric vapor pressures, air density, latent heat of vaporization, heat capacity at
constant pressure, psychrometric constant, day length, extraterrestrial radiation input,
potential temperature and wind vector. Functions to convert event-based data records to
equidistant time-spaced records (event2time) and to convert date values to day-of-year
values (date2doy) are now in a separate meteo_util module.

MetPy, is an Open Source Python Toolkit for Meteorology.

Melodist (MEteoroLOgical observation time series DISaggregation Tool), is an open
source software package written in Python for temporally downscaling (disaggregating)
daily meteorological time series to hourly. The model is documented by Forster et al.
(2016).

Visualization is served through these packages/applications:

ggplot, is a plotting system for Python based on R's ggplot2 and the Grammar of
Graphics. It is built for making professional looking, plots quickly with minimal code.
VisTrails, is an open-source scientific workflow and provenance management system
that supports data exploration and visualization.

uvcmetrics metrics, are diagnostics for comparing models with observations or each
other. This is part of the Uv-CDAT website which contains also other visualization
tools.

Tools for dealing with uncertainty and sensitivity analysis:

Stijn Van Hoey tools
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All above features make clear that Python is a suitable language for engineers, and specifically
for Hydrologists, due to the numerous libraries and packages it has to offer.

4.4  Anaconda Distribution

Anaconda Distribution is preferred for the Python installation, as many scientific packages
require a specific version of Python to run, making extremely difficult to keep them from
interacting with each other, or to keep them updated. Anaconda is an open source, easy to
install, high performance Python (and R) distribution, with the conda package/environment
manager and a pre-installed collection of 1,000+ open source packages with free community
support for interaction. Some of the packages are:

* NumPy: N-dimensional array for numerical computation (numpy.org)

= SciPy: Scientific computing library for Python (scipy.org)

= Matplotlib: 2D Plotting library for Python (matplotlib.org)

= Pandas: Powerful Python data structures and data analysis toolKkit (pandas.pydata.org)
= Seaborn: Statistical graphics library for Python (seaborn.pydata.org)

= Bokeh: Interactive web visualization library (bokeh.pydata.org)

= Scikit — Learn: Python modules for machine learning and data mining (scikit-
learn.org/stable)

= NLTK: Natural language toolkit (nltk.org)

= Jupyter Notebook: Web app that allows you to create and share documents that contain
live code, equations, visualizations and explanatory text (jupyter.org)

After the installation of Anaconda, the Anaconda Navigator (Figure 4.2) is available. It is one
easy way to use Python programs without having to use command line commands, which is
essential for engineers who are not familiar with programming. In the Anaconda Navigator, the
Spyder IDE is available (Figure 4.3). It is an interactive programming environment with several
similarities to MATLAB. Spyder has an editor and an interactive shell. It also has an interface
for debugging, inspectors for objects and documentation, and variable and folder explorers.
This resembles MATLAB in useabilit. In the context of this thesis, Spyder is the IDE used to
program in Python 3.6.
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Figure 4.2: Anacoda Navigator environment.

30



& Spyder (Python 3.6) = =

File Edit Search Source Run Debug Consoles Projects Tools View Help

Os Ho rOEDG NEE=rE BX £~ e s 4
Editor - C:\Users\dionisis\, spyder-py3\temp.oy 5 X | Variable explorer & x
[ temppy B - - 4 &

1 Name Type Size Value

PETD
3 Spyder Editor
4

5This is a temporary script file.

Variable explorer | Fieexplorer | Help | Static code analysis

IPythen consale X
[3| Console 1/A B & o

Python 3.6.4 |Anaconda, Inc.| (default, Jan 16 2018, °
10:22:32) [MSC v.1900 64 bit (AMDG4)]

Type "copyright”, "credits" or "license" for more
information.

3

IPython 6.2.1 -- An enhanced Interactive Python.

In [1]:

IPython consale | History log
Permissions: RW  End-of-lines: CRLF  Encoding: UTF-B line 1 Columm: 1 Memory: 61 %

Figure 4.3: Spyder IDE.

4.5 Packages (Python 3.6) used in software development
45.1 Numpy

Numpy is the fundamental package for scientific computing with Python. It contains a powerful
n-dimensional array object, broadcasting functions, tools for integrating C/C+ and Fortran code,
as well as useful linear algebra, Fourier transform and random number capabilities. Numpy
could be used as an efficient multi-dimensional container of generic data. The fact that arbitrary
data types can be defined, allows NumPy to seamlessly and speedily integrate with a wide
variety of databases. NumPy’s main object is the homogeneous multidimensional array. It is a
table of elements (usually numbers), all of the same type, indexed by a tuple of positive integers.
In NumPy dimensions are called axes. Generally, in Python Numpy’s array class, called
ndarray, is an essential element when writing code. Creation of arrays, basic operations,
indexing, slicing, iterating in one and two-dimensional arrays and linear algebra functions are
some of the essential elements of this library.

45.2 GDAL (Geospatial Data Abstraction Library)

The GDAL project started by Frank Warmerdam in 1998, who worked as an independent
professional on the GDAL/OGR library. GDAL is a translator library for raster and vector
geospatial data formats that is released under an X/MIT style Open Source license by the Open
Source Geospatial Foundation. It presents a single raster abstract data model and single vector
abstract data model to the calling application for all supported formats. It also comes with a
variety of useful command line utilities for data translation and processing. The GDAL/OGR
tree holds source for a vector 10 library inspired by OpenGIS Simple Features. Although being
separate from GDAL, currently both applications reside in the same source tree and they are
somewhat entangled.

45.3 Geopandas
GeoPandas is an open source project for working with geospatial data in Python. GeoPandas
extends the datatypes used by pandas to allow spatial operations on geometric types. Geometric
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operations are performed by shapely. Geopandas further depends on fiona for file access and
descartes and matplotlib for plotting.

The goal of GeoPandas is to work with geospatial data in Python easier. It combines the
capabilities of pandas and shapely, providing geospatial operations in pandas and a high-level
interface to multiple geometries to shapely. GeoPandas enables you to easily do operations in
python that would otherwise require a spatial database such as PostGIS.

GeoPandas implements two main data structures, a GeoSeries and a GeoDataFrame. These are
subclasses of pandas Series and DataFrame, respectively. A GeoSeries is essentially a vector
where each entry in the vector is a set of shapes corresponding to one observation. An entry
may consist of only one shape (like a single polygon) or multiple shapes that are meant to be
thought of as one observation.

Geopandas has three basic classes of geometric objects, i.e. points, lines and polygons.
GeoDataFrame is a tabular data structure that contains a GeoSeries. The most important
property of a GeoDataFrame is that it always has one GeoSeries column that holds a special
status. This GeoSeries is referred to as the GeoDataFrame’s “geometry”. When a spatial method
is applied to a GeoDataFrame (or a spatial attribute, like area, is called), this commands will
always act on the “geometry” column. GeoPandas can read almost any vector — based spatial
data format including ESRI shapefile, GeoJSON files etc. In conclusion, GeoPandas is able to

handle multiple spatial datasets, performing various tasks.
45.4  Matplotlib

Matplotlib is a Python 2D plotting library originally developed by John Hunter, to produce
publication quality figures in a variety of hardcopy formats and interactive environments across
platforms. Matplotlib can be used in Python scripts, the Python and IPython shells, the Jupyter
notebook, web application servers, and four graphical user interface toolkits.

Matplotlib allows the user to generate plots, histograms, power spectra, bar charts, error charts,
scatterplots, etc., with just a few lines of code. Figure 4.4 illustrates an example.

For simple plotting the pyplot module provides a MATLAB-like interface, particularly when
combined with IPython. The user has full control of line styles, font properties, axes properties,
etc., via an object oriented interface or via a set of functions familiar to MATLAB users.
Matplotlib ships with several add-on toolkits, including 3d plotting.

About as simple as it gets, folks
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Figure 4.4: Matplotlib library’s examples.
455 Numba

Numba is a compiler for Python array and numerical functions that gives you the power to
speed up your applications with high performance functions written directly in Python.
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Numba generates optimized machine code from pure Python code using the LLVVM compiler
infrastructure. With a few simple annotations, array-oriented and math-heavy Python code can
be just-in-time optimized to performance similar as C, C++ and Fortran, without having to
switch languages or Python interpreters.

Numba’s main features are:

. on-the-fly code generation (at import time or runtime, at the user’s preference)
. native code generation for the CPU and GPU hardware
. integration with the Python scientific software stack via the Numpy package

. multi-threading support

456 PyQt

PyQt is one of the most popular Python bindings for the Qt cross-platform C++ framework.
PyQt developed by Riverbank Computing Limited. Qt itself is developed as part of the Qt
Project. PyQt provides bindings for Qt 4 and Qt 5. This package allows the creation of rich GUI
applications integrated with native Python code.

45.7  Pytictoc

Pytictoc contains a class TicToc that replicates the functionality of MATLAB’s tic and toc for
easily timing sections of code. Under the hood, pytictoc uses the default_timer function from
Python’s timeit module. It is essential for measuring performance of time-critical code, which
is useful because most distributed hydrological models typically have larger execution time,
due to their complexity.

45.8  Scipy library

The SciPy library is one of the core packages that make up the SciPy stack. It provides many
user-friendly and efficient numerical routines such as routines for numerical integration and
optimization. The optimization algorithm employed in this thesis for the calibration of the
model is the
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5 Modeling framework

5.1 Model overview

This chapter presents in detail the proposed event-based rainfall-runoff modeling procedure,
employed within a distributed schematization of the river basin.

First, we distinguish the effective from the gross rainfall, at a cell basis, thus extracting the
spatial distribution of surface runoff during the simulation period. The underlying model is
based on an improved NRCS-CN scheme, which uses the so-called reference value of the CN
value (different for each cell), and two lumped (i.e. common for the entire basin) dimensionless
parameters, i.e. one for representing the antecedent soil moisture conditions (AMC) of the basin
at the beginning of the storm event, and one for estimating the initial rainfall abstraction. The
proposed scheme contains several novelties, regarding the estimation of the reference CN value
(i.e. the value that refers to average soil moisture conditions and 20% abstraction ratio) and its
adjustment against the two model parameters.

For the propagation of runoff to the basin outlet we consider two flow types, i.e. an overland
flow across the catchment’s terrain, and a channel flow along the river network. These two
types are synthesized by employing a velocity-based approach, to form the flood hydrograph.
This approach implements an original methodology for assigning realistic velocity values along
the river network, also accounting for the novel concept of the varying (i.e. dependent on runoff
intensity) time of concentration.

The proposed approach takes advantage of regional relationships and literature values for
assigning appropriate values to all model attributes, expect for the two lumped parameters of
the rainfall-runoff transformation, which are either manually assigned or inferred through
calibration (provided that observed flow data are available). In the last case, it is essential to
extract the baseflow from the total hydrograph, which may be done through several approaches
of varying complexity. Here we propose an empirical method, requiring the fitting of a lumped
hydrological model the observed hydrograph, which explicitly accounts for the contribution of
baseflow to total runoff.

An alternative, more integrated approach, aims at running the distributed model with additional
functionalities, in order to obtain the full hydrograph at the basin outlet. In this context, we have
also developed a more generic version of the modeling framework, in which the NRCS-CN
procedure is combined with a continuous soil moisture accounting scheme, thus generating both
the surface (overland) runoff as well as the interflow through the unsaturated zone. Apparently,
the augmented version of the model requires more parameters, since more processes are
accounted for within the simulation procedure.

5.2  Model schematization and inputs

For the schematization of the model domain, the user needs to formulate two spatial layers, i.e.
a grid-based partition of the basin to equally-dimensioned (squared) cells, and a graph-based
configuration of the hydrographic network, comprising junctions and interconnected river
segments. Both layers can be easily extracted on the basis of a digital elevation model (DEM)
of the basin, using typical tools that are available in any GIS environment. The level of detail
of the two spatial analyses is determined by the user, by assigning a proper cell size and a proper
flow accumulation threshold.
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Apart from the DEM, other geographical layers may be necessary within the estimation of
spatially-distributed parameters of the modeling procedure, i.e.:

e Geology and/or soil permeability maps

e Land use/land cover maps

e Terrain slope maps (may be produced via the DEM)

e River sections and associated geometrical properties
Apparently, a mapping of rainfall data over a specific (typically short) time period is also
essential input of the model. This map can be either directly obtained, from available distributed
information (e.g. radar data) or, more often, extracted through interpolation of point rainfall
observations at a number of stations in the broader area of the study basin.

Finally, in case of calibration, either the flood or the full hydrograph is required, depending on
the model version to be used (surface model or full-process model).

5.3 Cell-based rainfall-runoff transformation via an improved NRCS-CN
scheme

5.3.1  General modeling procedure

Within any event-based rainfall-runoff procedure of transforming a given rainfall event to flood
runoff, it is essential to subtract the hydrological deficits, namely the part of rainfall that is
initially intercepted in the ground and by the canopy, which next is either infiltrated or
evaporated. The part of gross rainfall that transforms to surface runoff is known as effective
rainfall or rainfall excess.

In order to extract the effective from the gross rainfall, one of the most widespread techniques
is the SCS Curve Number approach, developed by the Soil Conservation Service (1972), which
is currently referred to as Natural Resources Conservation Service Curve Number (NRCS -
CN). This method has been globally used to model the rainfall-runoff processes, and has been
included in several hydrological models, e.g. HEC-HMS.

The NRCS-CN approach is a simple empirically developed hydrological model that estimates
the temporal evolution of surface runoff from a given rainfall event, based on the following
assumptions (U.S. Department of the Interior, 1977; Koutsoyiannis and Xanthopoulos, 1999,
p. 274-278):

e During an initial time interval, t,0, the cumulative rainfall so far, hao, is transformed to
deficit (herein referred to as initial deficit), without producing any runoff. Therefore,
after time tq, the maximum effective rainfall depth, he, cannot exceed the potential
quantity h — hao, where h is the total gross rainfall.

e The additional to hao deficit during a very large storm event cannot exceed a maximum
quantity S, called maximum potential retention.

e Atanytime, t > tqo, the ratios of the cumulative effective rainfall, he, and the total minus
the initial deficit, he — hao, to the corresponding potential quantities h — ha and S,
respectively, are equal.

Under the above assumptions we get the empirical expression, in which all variables refer to
cumulative quantities:

35



0  h<hy
he = (h - haO)Z
h—hoy +5

(5.1)
h > hy

The above formula is applicable not only for the total rainfall depth but also for any intermediate
value, thus allowing obtaining the temporal evolution of surface runoff, he, and associated
hydrological deficits, h — he, against time.

The model uses two parameters, i.e. the maximum potential retention, S, and the initial deficit,
hao. Typically, SCS considers a linear relationship between the two quantities, i.e.:

haO =18 (52)

where / is a dimensionless parameter, next referred to as initial abstraction ratio. In an attempt
to avoid the need for calibration, NRCS suggests employing a standard value of 20%, which
has been derived on the basis of field experiments, mainly implemented in small agricultural
catchments with mild slopes. Under this premise, the governing equation (5.1) contains only
one unknown, i.e. the maximum potential retention, S.

In our approach, we consider 4 as a free parameter of the model, which is uniformly distributed
over the basin (thus a common value is applied to all cells). On the other hand, the maximum
potential retention, S, is handled as a distributed (i.e., cell-based) property (not parameter),
depending on the spatially-varying physiographic characteristics of the study area. For its
estimation we employ an original approach, which accounts for the so-called reference curve
number value of each cell, the lumped parameter 4, and the antecedent soil moisture conditions
at the beginning of the storm event, which are also expressed through a lumped dimensionless
metric that describes the initial conditions of the model. In the following sections, we first
describe the standard approach by NRCS for extracting S, and next explain the revised
methodology, which is implemented in our model.

5.3.2 Standard NRCS-CN approach for estimating maximum potential retention

According to the classical practice by SCS, the maximum potential retention, S, is mapped into
a dimensionless quantity, referred to as curve number, CN, via the well-known formula:

100
S = 254(C—N - 1) (53)

SCS has introduced this conceptual quantity in an attempt to capture the physiographic
characteristics that affect runoff generation in a single value, ranging from 1 to 100 (the larger
is this value, the larger is the runoff produced from a given rainfall event). According to SCS’s
standards, CN depends on soil and land characteristics, as well as on the soil moisture present
in the soil profile before the start of a rainfall event. In this respect, it considers three antecedent
soil moisture (AMC) conditions (type I: dry, type Il: moderate, type Il1: wet), depending on the
cumulative 5-day antecedent rainfall and the season (dormant or growing).

CN values for AMC |1 conditions and the typically-used ratio of initial abstraction losses, i.e.
20% of maximum potential retention (henceforth referred to as reference conditions) are
determined from detailed lookup tables by NRCS (2004), accounting for several combinations
of land use/land cover characteristics and four hydrological soil types (A, B, C, D). The latter
are based on infiltration and transpiration rates, and they are further classified according to their
hydrological conditions (good, fair, poor). These reference CN values have been extracted
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experimentally, from rainfall and runoff measurements over a wide range of geographic, soil,
and land management conditions.

Table 5.1: CN ranges across rural areas for AMC Il conditions (adapted by Koutsoyiannis, 2011, p. 126).

Land cover Hydrologic soil group

A B C D
Cultivated areas | 62-72 | 71-81 | 78-88 | 81-91
Pasture areas 30-68 | 58-79 | 71-86 | 78-89
Forests 25-45 | 55-66 | 70-77 | 77-83
In particular, soils falling in group A, B, C and D exhibit high, moderate, low, and very low

rates of infiltration, respectively, thus CN increases as the soil type changes from A to D. The
classification is made as follows:

. Group A: Typical soil types are sand, loamy sand or sandy loam types of soils. Such
soils have low runoff potential and high infiltration rates even when thoroughly
wetted. They consist chiefly of deep, well to excessively drained sands or gravels and
have a high rate of water transmission.

. Group B: Typical soil types are silt loam or loam. Such soils have a moderate
infiltration rate when thoroughly wetted and consists chiefly or moderately deep to
deep, moderately well to well drained soils with moderately fine to moderately coarse
textures.

. Group C: Typical soil type is sandy clay loam. Such soils have low infiltration rates
when thoroughly wetted and consist chiefly of soils with a layer that impedes
downward movement of water and soils with moderately fine to fine structure.

. Group D: Typical soil types are clay loam, silty clay loam, sandy clay, silty clay or
clay. Such soils have the highest runoff potential, as they have very low infiltration
rates when thoroughly wetted and consist chiefly of clay soils with a high swelling
potential, soils with a permanent high water table, soils with a clay pan or clay layer
at or near the surface and shallow soils over nearly impervious material.

Moreover, SCS classifies three major classes of LU/LC as urban, cultivated, and woods and
forests. These classes were further categorized into various subclasses, on the basis of land
treatment practices such as contoured, terraced, straight row, bare, etc. (Chow et al., 1988).

5.3.3  Shortcomings of classical CN estimations

Recently, Savvidou et al. (2018) discussed a number of shortcomings of the standard CN
method, taking into account literature references as well as the gained experience from the
research project DEUCALION. The project has been elaborated the research team ITIA during
2011-2014 and involved, among others, the analysis of numerous flood events in pilot
catchments across Greece and Cyprus, using the NRCS-CN approach (for detailed description
please refer to Efstratiadis et al., 2014).

An important deficiency of the standard approach for CN extraction is the ignorance of the
effect of slope on flood runoff generation. In fact, the reference CN values provided in the
standard SCS tables were mainly identified from small agricultural watersheds with mild
slopes, considering that the rainfall-runoff transformation is only affected by the soil and land
cover characteristics. However, in the general case, the relief characteristics also affect the
hydrological response of a watershed. In particular, steep slopes cause reduction of initial
abstractions, decrease in infiltration, and reduction of the recession time of overland flow,
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which in turn results in increased surface runoff (Montgomery and Dietrich, 2002). Currently
it is generally accepted that the reference CN values are applicable for terrain slopes around
5%, and several researchers have proposed empirical formulae for adjusting the CN-values to
slope (Huang et al., 2006; Xu et al., 2011; Deshmukh et al., 2013; Verma et al., 2017).

Moreover, the classification of soil types does not cover the entire range of permeability
characteristics of the geological formations that are dominant in several areas worldwide. For
example, a number of Mediterranean watersheds lie in highly permeable terrain (e.g., limestone,
dolomite, karst), thus resulting in very low runoff rates (Merheb et al., 2016). Yet, according to
the typical classification by SCS, these should be classified in group A, representing sand,
loamy sand or sandy loam types of soils. Reported experience with the use of the NRCS
approach for flood estimations in such basins indicates that the associated CN values were quite
overestimated; in fact, much lower values, of about 30 to 40, should be better employed to
represent the significant infiltration losses (Efstratiadis et al., 2014b).

Another difficulty with CN derivation from NRCS tabular data is the subjectivity involved in
the determination of representative parameter values, through combining land cover classes and
hydrological soil groups across different hydrological conditions. The estimations are based on
qualitative information rather than on numerical criteria, while for several common cases the
recommended values range too widely (particularly for soil types of category A). Therefore,
quite different interpretations may be given for similar land cover and soil characteristics, thus
resulting in significant uncertainty in the determination of CN values.

5.3.4 Revised method for CN assessment

Accounting for the aforementioned rationale, Efstratiadis et al. (2014a) proposed an analytical
method for assessing the reference CN value over an area of interest, also facilitating spatial
calculations in GIS environments (latter formalized by Savvidou et al., 2018). In particular, the
proposed classification is based on the categorization of three (instead of two) physiographic
characteristics, each one comprising five classes, henceforth referred to as permeability, land
use/cover, and drainage capacity. Indicative input geographical data for the production of the
associated thematic layers in rural areas may include hydro-lithological or soil maps, land
use/cover maps, terrain slope maps, and any other relevant information. In urban or suburban
areas, information about building features may also be accommodated as any other relevant
urban features.

Permeability classifications in rural areas account for the mechanical properties of the soil and
the unsaturated zone (e.g., horizontal and vertical hydraulic conductivity) that affect infiltration,
interflow and percolation mechanisms. Based on hydro-lithological or soil maps and depending
on the predominant soil type underlying geological formation and structures (for urban or
suburban areas), the permeability class is first described as very high, high, moderate, low or
very low.

The density of structures, building features and open space development define the
classification regarding the urban areas. A ranking from 1 to 5 is assigned, where index 1 refers
to very high-permeability substrata (e.g., karst) and 5 to very low-permeability substrata (e.qg.,
dense rocks). Residential areas range from class 3 to 5, according to their built density.

Vegetation classes are formulated on the basis of land characteristics related to retention
mechanisms, soil roughness and filtration capacity, e.g. due to root zone growth. The vegetation
class of the area is described as dense, moderate, undergrowth, sparse or zero. A ranking from
1 to 5 is assigned, where index 1 refers to dense vegetation class (e.g., evergreen forests) and 5
to bare soil. Savvidou et al. (2018) recommend that burned areas be classified under one
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category with respect to their original condition; for instance, a burned coniferous forest should
be classified as moderate vegetation class, thus assigning rank 2 instead of 1.

The geomorphological characteristics also play a key role in the drainage capacity of the area.
These define the development of the river network and the existence of runoff regulation
systems across the area of interest (e.g., land reclamation works, retention structures, sewer
networks). The drainage capacity class is first described as negligible, low, moderate, high and
very high, and then a ranking from 1 to 5 is assigned. In the absence of other information, these
ranks may be exclusively assigned on the basis of five terrain slope categories, since this is an
easily-retrieved property through typical DEM processing. In this respect, the first rank is
assigned to horizontal areas, while the last rank is assigned to slopes over 30%.

The three soil classes, i.e. permeability, land use/cover and drainage capacity, are quantified
through the corresponding indices, irerm, ives and isLore, ranging from 1 to 5 (Table 1). Based
on them, the representative value of CN is estimated through the empirical relationship:

CN=10+9 x ipgrMm T+ 6 X iVEG +3 X iSLOPE (5.4)

According to the above formula, the minimum CN value is 28, while the maximum is 100. The
former refers to the extreme case of areas with very high permeability, dense vegetation and
negligible drainage capacity, while the latter is by definition applicable to areas that are
permanently covered by water (rivers, lakes etc.), where all rainfall is converted to runoff. The
three multipliers reflect the relative impacts of the corresponding physiographic characteristics
to surface runoff generation. Considering only integer values for the three indices, the number
of potential CN classes is 25 (given that different combinations of the three indices may result
in the same CN value), while further classes can be identified by also allowing intermediate,
non-integer values of the three indices. This empirical formula is actually compatible with the
standard CN approach; for example, the smallest value by NRCS (CN = 30) is slightly smaller
(CN = 28).

Table 5.2: Coding of physiographic characteristics for the estimation of parameter CN for reference
conditions (AMC type Il and initial abstraction ratio 20%o).

Permeability class iperv  Vegetation class ivec  Drainage capacity class isLopE
Very high 1 Dense 1 Negligible 1
High 2 Moderate 2 Low 2
Moderate 3 Low 3 Moderate 3
Low 4 Sparse 4 High 4
Very low 5 Negligible 5 Very high 5

The quantification of the three individual components of CN allows its direct implementation
in a GIS environment, which is very important in hydrological studies. The detailed tabular data
by NRCS can be used in parallel to assign proper permeability, vegetation and drainage capacity
classes over the area of interest.

The proposed methodology by Savvidou et al. (2018) is considered to be applicable in a grid
cell, taking advantage GIS facilities. The input data for CN estimation are provided by means
of raster data for the three aforementioned indices. Based on the CN values calculated for each
cell of the reference surface, a raster map can be produced showing the spatial distribution of
the CN parameter. Figure 1 illustrates the typical procedure for extracting a CN map in a GIS
environment. The raster layers of permeability, vegetation density and slope indices, with
values from 1 to 5, are overlaid, to produce a raster map of distributed values of CN for the
reference area of interest.

39



Wlw|lw|l sl B

iPERM

wlw|lo| e
S}
»
S

alw|w|w
w
L83
N

43 3 (2
iSLOPE

Figure 5.1: Layers of geographic information for permeability classes (ipgruy), Vegetation density classes
(iyee) and drainage capacity classes (is;opg); (b) layer overlay; (c) CN parameter map (Savvidou et al.,
2018).

5.3.5 Adjustment to antecedent moisture conditions

The standard approach by SCS considers three antecedent soil moisture conditions classes
(AMC I, AMC Il and AMC I11), depending on the total 5-day antecedent rainfall and the season
category (dormant or growing). The three categories refer to dry, average or wet conditions,
which statistically correspond to 90, 50, and 10% cumulative probability of exceedance of
runoff depth for a given rainfall, respectively. For convenience, the CN values that are given in
the literature (as well as the guideline documents by NRCS) refer to average conditions. For
the other two AMC types, SCS uses the following conversion formulas, which are also plotted
in Figure 5.2:

oy 42CNy .

=10 = 0.058CN,, (55)
23CN,,

CNI" = (56)

10 + 0.13CN;,

The antecedent soil moisture conditions are an important issue, which affect significantly the
soil capacity characteristics at the beginning of the flood and, consequently, the surface runoff
generation. In fact, the differences induced among the three typical antecedent moisture
conditions of SCS are significant, particularly for CN values corresponding to high permeable
or forested areas. For instance, as shown in Figure 5.2 for the reference (i.e., corresponding to
AMC type Il) value CN = 50, the adjusted values for dry and wet conditions are 30 and 70,
respectively. In terms of potential maximum retention, the deviation is even larger, since the
resulted values for AMC types I, Il and 11l are 605, 254 and 110 mm, respectively.
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Figure 5.2: Plots of adjusted CN values for AMC types | and 111, against the reference value,
corresponding to AMC type II.

In this respect, the hypothesis of three discrete AMC types was revised, in order to better
represent the inherent variability of the soil moisture, thus considering CN as a continuous
variable, in order to implement a continuous instead of a discrete classification of antecedent
moisture conditions we introduce a dimensionless parameter, symbolized AMCecoer. ASsuming
that 0.5 corresponds to Type 11 soil conditions, 0.1 corresponds to Type | and 0.9 corresponds
to Type 111, we can adjust the reference curve number to any AMC as follows:

CN,; — CN,
CNyy — ———— (0.5 = AMCpef ), AMC ooy < 0.5
CN — 0.4 57)
e CNyy — CNy -
CNup +—— 77— (AMCeoer — 0.5), AMCpper = 0.5

It is also worth mentioning that in a recent investigation, based on extended statistical analysis
of 5-day cumulative rainfall data in 215 stations over continental Greece and Crete, it was
shown that the exceedance probability of each AMC type exhibit significant variability across
continental Greece, following the significant variability of the hydroclimatic regime of Greece
(Pontikos, 2014; Efstratiadis et al., 2014a). This indicates that the percentiles of 10% and 90%
that are assumed by SCS are not representative of the actual distribution of AMC, which is
another shortcoming of the standard SCS approach. Nevertheless, by considering CN as
continuous variable, it is possible to run the rainfall-runoff model for any initial soil moisture
conditions, which makes the method much more flexible and realistic, as well.

5.3.6  Revisiting the standards for initial abstraction ratio estimation

As mentioned in section 5.3.1, the classical SCS approach recommends the use of a standard
value for initial abstraction ratio, i.e. 2 = 0.20. Actually, this assumption arises from analyses
conducted in the late 60’s, for establishing the curve number concept on the basis of rainfall-
runoff observations at a number of experimental catchments. Within these experiments, SCS
has analyzed numerous flood events, to extract the two parameters of the SCS method. In
particular, regarding the initial abstraction ratio, while there was considerable scatter in the data,
SCS reported that 50% of the examined events lay within the limits 0.095 <A < 0.38, which led
adopting a standard value 4 = 0.20.
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However, several studies indicate that the actual range of variability of this parameter should
be 0.0 < A < 0.30, while other studies have demonstrated that the initial abstraction is not
constant, but it varies from storm to storm as well as from watershed to watershed (Ponce and
Hawkins, 1996). For instance, by using model fitting methods to determine the ratio of ha to S
for hundreds of rainfall-runoff events from numerous U.S. watersheds, Hawkins et al. (2002)
concluded that a value of 0.05 rather than the commonly used of 0.20 would seem more
appropriate. Thus conclusion was verified by Efstratiadis et al. (2014a), who analyzed
numerous flood events across a number of catchments in Greece and Cyprus (within the
aforementioned project DEUCALION). In most cases, the initial abstraction ratio A values were
around 0.05 or even smaller. This evidence is also supported by other researchers working in
Mediterranean basins (Baltas et al., 2007; Massari et al., 2014).

5.3.7  Adjustment of maximum potential retention against initial abstraction ratio

The necessity for employing initial abstraction ratios that differ quite significantly from the
standard value of 0.20 (typically, a quite smaller value should be applied), makes essential to
adjust the reference CN values and associated maximum potential retention values, which have
been extracted by considering A = 0.20. Based on experimental results, Hawkins et al. (2002)
proposed the use of the following adjusting formula, which is applicable for A = 0.05:

S5 = 1.33 Spot1® (5.8)

where Syo is the maximum potential retention estimated on the basis of reference CN,
corresponding to 4 = 0.20, while Ss is the adjusted value to 4 = 0.05. This adjustment denotes a
change of rainfall-runoff transformation dynamics, by means of a quicker response of the basin
(due to lower initial abstraction losses) yet lower generation of effective rainfall due to
increased infiltration losses.

Here we propose a more generic approach, developed by Efstratiadis et al. (2014a), which is
applicable to any value of 1. Key assumption is that for any value of /, the effective rainfall, he,
produced for a given gross rainfall, h, should equal the one provided by employing the reference
curve number value, symbolized CNayo, for 2 = 20. Under this premise, the following procedure
is applied:
1. Estimate the maximum potential retention Sz corresponding to the reference CN, i.e.:
2. Compute the total effective rainfall he as function of h and So.

3. Solve the SCS formula inversely, to determine the maximum potential retention S; that
correspond to the desirable initial abstraction ration A. i.e.:

o 2+ (1= Dhe - Jhelhe (1 — 1)% + 42R]

(5.10)
A 212

Applying the above procedure cell-by-cell, we obtain the adjusted values of maximum potential
retention for the given A (common for the entire basin) as function of the spatially-varying gross
rainfall h and reference CN. Next, we further adjust the corrected CN value against the
antecedent soil moisture conditions.
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5.4  Modified velocity approach for runoff propagation
5.4.1 Outline of the method

Output of the improved SCS-CN procedure it the spatiotemporal evolution of runoff across the
basin and during the simulation period. In particular, at each cell we get a time series of effective
rainfall values, to be propagated to the basin outlet.

Spatially-resolved runoff routing is typical problem of distributed hydrological models, usually
tackled through time-area approaches, also referred to as isochronous methods, a brief overview
of which is provided in the following section. Key requirement is the estimation of travel time,
from each cell to the basin outlet. In general, this time comprises two components, i.e. a travel
time over the terrain (overland flow) and a travel time along the river network (channel flow).
For each component, different velocity models are applied that are explained | detail herein.

After determining the travel time of all cells, the basin is divided into a number of clusters, in
order to employ the routing procedure in discrete time intervals. For convenience, in our
approach the temporal resolution coincides to the resolution of the overall input of the model,
i.e. the rainfall time series.

5.4.2 Isochronous method

The method of isochronous curves transforms the effective rainfall into a hydrograph, by
calculating the time it takes for the water to reach the outlet from each geographic area of the
basin. Essentially, the hydrograph is a transformation of the plot histogram that results in the
output per time step. Initially, this method was mainly used to understand the drainage
mechanism, but with the introduction of GIS it proved that it can adequately describe the
phenomenon, thus providing reasonable hydrographs.

According to the classical configuration, the basin is divided into time zones, where the
(effective) rainfall produced over each zone makes the same time to reach the outlet. As the
rainfall is considered to be spatially uniform, the hydrograph at the outlet for the first time
consists of the rainwater of the nearest zone, and then (and if the effective rain continues) more
bands contribute to the total hydrograph.

Figure 5.3 shows the mechanism for creating the hydrograph, considering discreteness in four
zones of equal size, in which the rainfall has a time equal to the concentration time and constant
intensity. In particular, the basin is divided into n zones with areas A, Az, ..., An, each one
drained after time t = 1, 2, ..., n, respectively (Figure 5.4). If the total rainfall is equal to the
accumulation time, with individual rainfall intensities i1, i2, ..., in, then the outlet runoff at each
step is:

Qn=inAr+in-1Ac+ ... +i1An (5.11)
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Figure 5.3: Example of the mechanism of hydrograph creation using the isochrones method, in a
hypothetical basin of four zones of equal area with equal effective rainfall intensity.
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Figure 5.4: Expansion of the isochrones method to basins with zones of different area and rainfall
intensity.

5.4.3 GIS implementation

With the introduction of GIS, the basin terrain is represented using the digital terrain model
(DEM), that is a grid of the desired dimension is formed, separating the basin from tiles of
known altitude. In the literature many techniques have been developed to calculate the runoff
time of each cell up to the outlet of the basin. This time depends on: (a) the length of the path
that follows the water incident on each cell to the outlet, and (b) the velocities of the water in
each cell from those that it encounters until reaching the outlet.

The velocity on each cell depends on the following geographical factors:

= whether the cell is a land surface or belongs to the hydrographic network;
= the slope of the ground (or river);
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= land characteristics and other factors that affect roughness.

Generally, the flow velocity is significantly increased across the hydrographic network, with
the exception of very steep slopes and some land use categories. For this reason, in most
applications, the hydrographic network is first identified and then the velocities, on the
terrestrial surface (terrestrial flow) and the hydrographic network, are separately assessed. In
this way, each cell corresponds to a path to the ground surface until it encounters the
hydrographic network, which then follows until it reaches the outlet. Usually, land-flow
velocities are calculated as a function of slope and roughness (land-use parameter), while the
velocities across the hydrographic network are determined empirically or analytically
calculated, based on hydraulic simulation models.

5.4.4  Estimation of overland velocities

Due to the extended use of Geographic Information Systems (GIS) in hydrological studies
analysis tools are focused in representing the processed DEM in a slope-grid cell spatial scale.
In this context, the total basin concentration time is the sum of the individual times of all the
cells that form the maximum water path in the basin.

According to the American TR-55 specifications by NRCS (1986), a digital model of the basin
is formulated, based on which the path of the water is drawn. Each cell along the path is
identified either as a hillslope or as a channel. The velocity in the slope-type cells, i.e. the
overland velocity is estimated by:

v, =k Ji/2 (5.12)

where J is the slope of the cell calculated by typical GIS functions and k is a roughness
coefficient. Haan et al. (1994) and little later MacCuen (1998) proposed k values for various
land cover types, which are given in the Table 5.3. Note that the values are in the metric system
(ft/s) and are converted to SI (m/s) by multiplying by 0.3048.

Table 5.3: Categories of land cover and proposed k values in ft/s (adapted from McCuen, 1998)

Land cover type k (ft/s) | k (m/s)
Dense underbrush 0.7 0.2
Light underbrush 1.4 0.4
Heavy ground litter 2.5 0.8
Bermuda grass 1.0 0.3
Dense grass 1.5 0.5
Short grass 2.1 0.6
Short grass pasture 7.0 2.1
Conventional tillage with residue 1.2 0.4
Conventional tillage no residue 2.2 0.7
Agricultural, cultivated, straight row 9.1 2.8
Agricultural, cultivated, contour or strip cropped 4.6 1.4
Agricultural, trash fallow 4.5 1.4
Rangeland 1.3 0.4
Alluvial fans 10.3 3.1
Grassed waterway 15.7 4.8
Small upland gullies 23.5 7.2
Paved area 20.8 6.3
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\ Paved gutter \ 46.3 \ 14.1 \

Literature references (e.g., Grimaldi et al., 2012) suggest that if the slope of a cell is greater
than 4%, the following correction formula of slope J should be applied, in order to avoid
overestimations of velocity:

J’=0.05247 + 0.06363S — 0.182 ¢ 6238 (5.13)

This approach is based on a much complete theoretical context compared to empirical formulas.
However, it depends on the accuracy of the digital model, but also on multiple uncertainties
and errors of the automatic hydrographic networking procedures. For instance, it is well-known
that the travel time value increases, as the analysis of the digital model improves (e.g., Pavlovic
and Moglen, 2008).

5.45 Estimation of channel velocities

As mentioned, the channel velocity is typically much larger than the overland one. By
definition, this is essentially a hydraulic quantity, depending on the channel geometry, its
hydraulic characteristics as well as the discharge. In this respect, the velocity values across a
river network are spatially varying, and they are also temporally varying, since discharge is also
a varying quantity. However, most of known literature approaches ignore the physical
interpretation of velocity, thus employing the oversimplified assumption of a spatiotemporally
constant value, typically equal to 2 m/s. Surprisingly, even recent, state-of-the-art advances,
still accept this hypothesis (e.g., Petroselli and Grimaldi, 2018).

In our approach, the velocity in “conductor” cells belonging to the hydrological network is
estimated by a pseudo-hydraulic approach, in the sense that it accounts, even at an abstract
manner, for both the variability of the river network characteristics (slope, roughness) as well
as the variability of discharge, by means of the recently developed concept of the varying time
of concentration (Michailidi et al., 2018). In this respect, the input data for our methodology
are:

e a graph-type schematization of the river network, as a set of interconnected channel
segments and associated junctions;
e the longitudinal slope of each channel segment, computed by dividing the elevation
difference of the upstream and downstream junctions to the channel length;
e the representative Manning’s roughness coefficient of each segment;
o the representative time of concentration of the specific flood event.
The first step in this estimation is the definition of cells belonging to the network. In this manner
a certain threshold value of the number of cells that ultimately flow through these remaining
conductor cells is defined. The procedure is simple, as reclassifying the flow accumulation of
cells with regard to the threshold, defines the hydrological network and the cells where overland
flow prevails.

For steady uniform flow across each channel segment i, the velocity V; is given by the well-
known Manning’s formula:

1
Vi =—Ri2/3 ]il/z (5.14)
n;

where J; is the average bed slope of the segment, n; is the roughness coefficient and R; is the
hydraulic radius, which is function of the geometrical characteristics of the channel section and
the water depth, which is in turn function of discharge.
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In our context, we substitute the hydraulic radius term by a constant, i.e.

R*® =¢ (5.15)

where c is considered as a lumped parameter of the river network, which is associated with the
average runoff intensity of the flood event to be simulated. The estimation of c¢ is made as
follows:

Let t. be the time of concentration of the entire basin and t,, be the time of concentration of its
most upstream sub-basin (hereafter referred to as entrance time). According to its common
definition, t. represents the travel time across the longest flow path of the basin, i.e. from the
hydraulically most remote point to its outlet. This comprises two components and associated
flow types:

¢ shallow overland flow across the most upstream sub-basin, and
e channel flow across the main watercourse of the river network.

In complex networks, the determination of the longest river course upstream of the outlet
junction is done by adding the individual lengths across all alternative courses. Moreover, in
the case of multiple sub-basins drained to the upstream junction, we selected the one exhibiting
with the longest entrance time (detailed recommendations on the delineation of the longest flow
path are given by Michailidi et al., 2018). Nevertheless, the entrance time is by definition
estimated assuming overland flow conditions, thus employing eq. (5.16) with the use of a
representative k,, value for the upstream sub-basin, i.e.

L L
t, = u _ u

TS 5.16
Vi ke gy (>0

where L,, and J,, are the flow length and average slope of the most upstream sub-basin.

For given times t. and t,,, their difference t, represents the total travel time across the longest
river course, i.e. from the outlet of the most upstream sub-basin to the overall outlet, i.e.

t, =t.—ty (5.17)

Given that the flow path is constituted by a set of N channels, then ¢, is equal to the sum of
individual travel times, i.e.

Under steady uniform flow conditions, we get:

Ly L, Ly
tr=—F— -t 5.19
r=y Tty T (5.19)

where L; and V; the length and velocity of each individual segment i.
By substituting the approximate formula for channel velocity we get:

1/2 1/2 1/2
tr:C< 1 _|_2__|_..._|_N_> (5.20)

niLy  nyl, nyLy
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In the above procedure, the sole unknown quantity is the lumped parameter c (proxy of the
hydraulic radius term), which is estimated by:

n1L1 nsz nNLN
c= <W+T+M+T (t; —t,) (5.21)
1 2 ]N

In this respect, the hydraulic radius parameter depends on geometrical (length, slope) and
hydraulic (roughness) properties of the main watercourse and the upstream sub-basin, which
are constants, as well as the time of concentration of the basin, t., which is handled as a varying
quantity depending on runoff intensity (see next section).

After determining parameter ¢, we can easily assign velocity values to any element of the river
network, either belonging to the main water course or not. Actually, for given length, slope and
Manning’s roughness coefficient, the travel time along each segment i is given by:

¢ Li n; Li
i =T = 12 (5.22)
Vi c]l./

Key advantage, and at the same time substantial improvement, of the proposed methodology
against running literature approaches is the assignment of different velocity values across the
channel segments, which is consistent with the fundamental hydraulic theory. As this theory
implies, the channel velocity is proportional to the square root of the channel slope and inversely
proportional to the roughness coefficient. Moreover, the velocity obviously depends on flow,
and in our modelling framework this dependence is explicitly accounted for through the concept
of the varying time of concentration. As mentioned before, the estimation of ¢, is based on an
original kinematic method that has been recently introduced by Michailidi et al. (2018), as
explained hereafter.

5.4.6  The varying time of concentration and its implementation

From the origins of hydrology, the time of concentration, tc, has been generally handled as a
constant quantity. For, most of the traditional empirical formulas (e.g. Giandotti, Kirpich, SCS)
associate this time with lumped geomorphological characteristics of the catchment (e.g. area,
slope, river length), thus ignoring the obvious dependence of the travel time on runoff, which
is generated over the catchment and is next propagated along the river network. The evident
impact of this clear paradox error is the underestimation of flood flows, particularly for intense
flood events that produce significant surface runoff, thus resulting in significantly increased
flow velocities and, consequently, greatly decreased travel times against usual events. It is
remarked that a flow-dependent time of concentration is a significant facet of nonlinearity
within rainfall-runoff transformation since the two quantities are interrelated (i.e. the flow
depends on time and vice versa; cf. Efstratiadis et al., 2014b).

Both theoretical proof and empirical evidence imply that tc exhibits significant variability
against flow, thus making its definition and estimation a hydrological paradox (Grimaldi et al.,
2012). On the other hand, in the literature are found quite many approaches for associating the
time of concentration with runoff (or rainfall). In fact, early attempts appear even from the 40’s
(Izzard and Hicks, 1946), while several empirical relationships have been employed in practice,
a summary of which is given by Michailidi et al. (2018). However, most of them are applicable
for specific engineering purposes (e.g., small urban catchments) or they are site-specific.
Nowadays, the large expansion of GIS tools also enabled the employment of flow velocity
approaches at a grid scale, thus providing “physically” sound approaches that provide cell by
cell estimations of velocities and travel times, for given runoff. However, such approaches are
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subject to several complexities and they are generally very sensitive against scaling
assumptions.

In order to provide a generic and easily applicable methodology, Michailidi et al. (2018)
proposed a kinematic approach under the assumptions of the rational method, to provide a GIS-
based procedure for estimating the travel time across a catchment’s longest flow path, as
function of a given runoff intensity, which is considered uniformly distributed over the entire
basin. We remark that a preliminary development of this method, applied to the river basin of
Nedontas (study area of this thesis, also), was made by Antoniadi (2016). The method was
tested in 30 basins from Italy, Greece and Cyprus, with different with respect to the basin shape,
extent (i.e., the sample contained areas ranging from 14 to 1813 km?) and land cover
characteristics, as well as river network geometry.

Based on the outcomes of the analytical methodology, Michailidi et al. (2018) fitted power-
type formulas associating the time of concentration (in hours) as function of the runoff intensity,
ie (mm/h), produced over the basin, i.e.

te=1tyi. ¥ (5.23)

where to (h) is the so-called unit time of concentration, i.e. the travel time across the longest
flow path under runoff intensity equal to 1.0 mm/h, and f is a shape parameter. We remark that
the theoretical upper bound of g is 0.40, which refers to shallow flow conditions. On the basis
of these results, Michailidi et al. (2018) also provided regional relationships, expressing the
parameters to and S as functions of lumped catchment properties, i.e. basin area, slope and
length of main water course, and average channel roughness and width.

Latter, Michailidi (2018) also showed that eq. (5.23) can be easily implemented within event-
based flood modelling, by means of a dynamic unit hydrograph, the shape of which is adjusted
at each time step, accounting for the effective rainfall, as estimated by the SCS-CN method.
Preliminary outcomes of this novel approach have been reported by Michailidi et al. (2017).

In our context, the implementation of the varying time of concentration (which is essential for
estimating the hydraulic radius parameter, through eq. 5.21) is made in a more abstract manner,
since the runoff routing is made analytically (cell-by-cell) and not via the unit hydrograph,
which is a lumped conceptual model. Specifically, after determining the parameters to and S,
we assign a representative value of ie. For convenience, we can directly employ the average
intensity of the actual flood runoff (provided that the observed hydrograph is available).
Alternatively, in case of missing flood data, we may consider a reasonable portion of the
average rainfall intensity over the basin.

5.5 Enhanced model version for subsurface flow simulation
55.1 Rationale

By construction, the SCS-CN method only provides estimations of the surface (overland)
runoff, by separating the effective rainfall from all rest hydrological deficits. However, it is
widely accepted, even since the early 1960’s (Hewlett, 1961; Betson, 1964; Hewlett and
Hibbert, 1967), that particularly in many areas worldwide, where the infiltration capacity of
soils is generally high in comparison with usual rainfall intensities (e.g. forested basins), the
dominating component of a flood hydrograph is not the surface runoff one but the so-called
interflow, also referred to as throughflow or subsurface stormflow. All these and similar terms
are used to characterize the water draining from the soil either as unsaturated flow or, more
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commonly, as shallow perched flow above the main groundwater level (Ward and Robinson,
1990, p. 200).

Based on real-world flood simulations with the standard SCS-CN procedure, Efstratiadis et al.
(2014b) discussed the key shortcomings of this method, concluding that the most important one
Is its inability to produce interflow, because it does not include strictly a soil moisture balance.
In fact, interflow is a rather smooth and slow flux (in contrast to overland flow, which generally
follows the pattern of rainfall), and the dominant component of the recession process (i.e., the
falling limb of the hydrograph). We note that this falling limb can be well represented as outflow
from a linear reservoir (cf. Risva et al., 2018).

Common experience suggests that in order to provide a physically — consistent formulation of
the SCS-CN method, a radically different conceptualization is needed, to account for the soil
moisture balance and the production of interflow during the time period of simulation. As will
show herein, this was easily done, by introducing a soil moisture accounting component to the
overall modelling procedure, and considering two additional fluxes, i.e. interflow and deep
percolation, both being proportional to soil moisture storage.

For convenience, we first describe the lumped configuration of the enhanced, CN-based water
balance model (in which the entire basin is represented as a single cell), and next explain its
implementation within the distributed simulation scheme.

5.5.2  Lumped configuration

Key assumption of the water balance model is the treatment of maximum potential retention as
varying quantity during the simulation period. This quantity, symbolized St, denotes the empty
space of a conceptual tank of capacity K, employing the soil moisture accounting. In fact, as
made in all common bucket-type conceptual hydrological models, this tank represents the
unsaturated zone, which transforms the infiltrated rainfall into actual through the soil (upward
vertical flux), interflow (horizontal flux) and percolation to deeper zones (downward vertical
flux).

Due to the small time horizon of simulation, evapotranspiration processes are omitted (also
because during a storm event the potential evapotranspiration is negligible), thus the water
balance equation reads:

Wt == Wt—l + It - Yt - Gt (524)

where W, is the soil moisture storage at time step t, and I; is the infiltration, Y is the runoff
produced through the soil (interflow), and Gt is the amount of water moving to deeper zones
(i.e., the groundwater), and will be next transformed to baseflow and/or underground losses.
Nevertheless, in our approach we assume that this transformation is very slow, thus allowing
omitting the contribution of baseflow to the hydrograph, during the relatively short period of
simulation.

In order to run the water balance model, it is essential determining the soil moisture storage at
the beginning of simulation, i.e. Wo. By adding this quantity to the maximum potential retention
for specific antecedent soil moisture conditions, symbolized So, we get the quantity:

which represents the storage capacity of the soil moisture accounting tank, which is by
definition a constant threshold parameter. Under this premise, at the beginning of each time
step, we can update the value of maximum potential retention, by substituting from the known
capacity K the soil moisture storage so far, i.e.
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St - K - Wt—l (526)

The above assumption introduces a key difference with respect to the standard SCS-CN
procedure, which handles the maximum potential retention as a constant during the evolution
of flood event. In our approach, which is physically more consistent, the value of S changes, as
additional fluxes are accounted for. In particular, S decreases as the inflow (i.e. infiltration) rate
exceeds the outflow rate due to interflow and percolation, thus leaving less free space in the
soil moisture tank. On the other hand, when rainfall stops, S is systematically increasing, since
the tank is gradually getting empty. The concept of dynamically changing maximum potential
retention introduces further nonlinearity to the rainfall-runoff transformation, and allows better
describing the rising and falling limbs of the flood hydrograph.

Taking advantage of the governing equation of SCS-CN, we run the simulation with varying
St, to estimate the surface runoff (effective rainfall), the initial abstractions (i.e. the amount of
rainfall that is intercepted in the ground, without producing either runoff or infiltration) and the
hydrological deficits, which consist the infiltration term of the water balance equation.

Interflow and percolation are considered as fractions of the soil moisture storage, i.e.:
Ge=puW, (5.28)

where k and u are recession parameters.

As the rainfall-runoff transformation is implemented on a lumped basis, we also introduce a
routing component to propagate the surface runoff to the basin outlet. This is implemented
through a linear reservoir approach that implements of a lag-and-route scheme, formulated as:

Qe = X (5.29)

where X: is the reservoir storage at time step t, and ¢ is a recession parameter. The reservoir
storage is updated at the end of each time step as follows:

Xt =Xeqg + Hee — Q¢ (5.30)

where H,, is the effective rainfall produced at time step t, via the SCS-CN formula.

The total runoff is the sum of (routed) surface runoff and interflow. Both quantities arrive at the
basin outlet with different hysteresis, expressed via time lag parameters J, and z, i.e.

Ry =Y 5+ Q¢ (5.31)

Eventually, the above model contains five parameters, i.e.

o the initial abstraction ratio, A, representing the upper threshold for abstraction losses as
fraction of maximum potential retention;

e the AMC coefficient, which is next used to adjust the reference CN to any antecedent
soil moisture conditions;

e the recession parameter, x, controlling the generation of interflow;

e the recession parameter, u, controlling the generation of percolation;

e the recession parameter ¢, controlling the routing process;

e the lag time parameters, r and o.
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The initial conditions of the model are expressed through two terms:

e the adjusted maximum potential retention, So, at the beginning of simulation.

o the soil moisture storage, Wo, at the beginning of simulation.
Overall input for employing the model is the reference runoff curve number, CN, which
corresponds to 20% initial abstraction ratio and AMC type Il. This allows for estimating the
associated reference maximum potential retention, which is next adjusted to the given AMC
and the given initial abstraction ratio, thus providing the essential initial condition, So.

5.5.3 Implementation within distributed simulations

Theoretically, in order to implement the aforementioned modelling approach in a distributed
simulation context, it would be necessary to introduce numerous of additional parameters, to
represent the interflow and percolation processes at each individual cell. This would result to a
tremendously complex scheme that would be very difficult, if not impossible, to calibrate.
Furthermore, the propagation of interflow through the soil would be subject to substantial
uncertainty since, in contrast to surface runoff, the flow paths across the unsaturated zone are
unknown.

For this reason, we finally developed a much simpler simulation scheme, by combining the
enhanced SCS-CN approach for estimating the production of surface runoff and infiltration on
a distributed basis, with a lumped approach for employing the soil moisture accounting in the
unsaturated zone. In this vein, we added a lumped tank component to receive the distributed
infiltration and transform it to interflow, percolation and change of soil moisture storage. We
remark that key difference of the enhanced SCS-CN approach is the concept of the varying
maximum potential retention within eq. (5.26).

Under these assumptions, the enhanced distributed model contains six lumped unknown
quantities, namely:

e the initial abstraction ratio, 4;
e the AMC coefficient;
e the recession parameter, «, controlling the generation of interflow;
e the recession parameter, u«, controlling the generation of percolation;
e the lag time parameter, J, expressing the hysteresis of interflow;
e the initial soil moisture storage, Wo.
In fact, the AMC coefficient and the initial soil moisture storage are associated with the soil

state at the beginning of simulation (hence they are not parameters but initial conditions), thus
the sole parameters are the dimensionless quantities 4, x and x, and the time lag ¢.
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6 Model calibration

6.1 A general note on calibration of rainfall-runoff models

Once one or more models have been chosen for consideration in a project, it is necessary to
address the problem of parameter calibration. It is not, in general, possible to estimate the
parameters of models by either measurement or prior estimation. Studies that have attempted
to do so have generally found that, even using an intensive series of measurements of parameter
values, the results have not been entirely satisfactory (Beven et al., 1984; Refsgaard and
Knudsen, 1996; Loague and Kyriakidis, 1997). Prior estimation of feasible ranges of parameters
also often results in ranges of predictions that are wide and may still not encompass the
measured responses all of the time (Parkin et al., 1996; Bathurst et al., 2004).

There are two major reasons for the difficulties in calibration stage of a model. The first is that
the scale of the measurement techniques available is generally much less than the scale at which
parameter values are required. In general, however, obtaining the information required to use
such a theory at the hillslope or catchment scale would be very time consuming and expensive
and would result in a large number of holes in the hillslope. Thus, it may be necessary to accept
that the small scale values that it is possible to measure and the effective values required at the
model element scale are different quantities. The effective parameter values for a particular
model structure still need to be calibrated in some way. It is also often the case that the time
and space scales of model-predicted variables may be different from the scale at which variables
of the same name can be measured (for example, soil water content). In this case, the variables
used in calibration may also be incommensurate.

A common approach in calibration studies is the use of an optimization technique, so as to
compare the results of repeated simulations with the available observations of the catchment
response. The parameter values are adjusted between runs of the model, either manually by the
modeler or by some computerized optimization algorithm until some “best fit” parameter set
has been found. There have been many studies of optimization algorithms and measures of
goodness of fit or objective functions in hydrological modelling.

The aim is to find the peak in the response surface in the parameter space defined by one or
more objective functions. Figure 6.1 illustrates an example of the response surface for
TOPMODEL. The two basal axes are two different parameter values, varied between specified
maximum and minimum values. More specifically, the vertical axis is the value of an objective
function, based on the sum of squared differences between observed and predicted discharges,
that has the value 1 for a perfect fit. The visualization of a N — dimenitsional parameter
hyperspace it is of course a more difficult task.

53



Response surface for SZM and Ln(To)

opn'wzsiug

01 """;p-,,___x ‘_‘_._._—""':.- B
0.2 iy 6 o

- g e 4 A S
Mgt . 03 2 e
S pat®
< 04 0

Figure 6.1: Response surface for two TOPMODEL parameters in an application to modelling the stream
discharge of the small Slapton Wood catchment in Devon, UK; the objective function is the Nash — Sutcliffe
efficiency that has a value of 1 for a perfect fit of the observed discharges (K.J.Beven, 2006).

Such surfaces can often be very complex and much of the research on optimisation algorithms
has been concerned with finding algorithms that are robust with respect to the complexity of
the surface in an N-dimensional space and find the global optimum set of parameter values.
The complexity of the surface apart from the number of parameters, might also depend on the
nature of the model equations, especially if there are thresholds involved, and the correct
numerical integration of the equations in time (Kavetski and Clark, 2010).

However, for most hydrological modelling problems, the optimization problem is ill-posed in
that if the optimisation is based on the comparison of observed and simulated discharges alone,
there may not be enough information in the data to support the robust optimization of the
parameter values (K.J Beven, 2006). Experience suggests that even a simple model with only
four or five parameter values to be estimated may require at least 15 to 20 hydrographs for a
reasonably robust calibration and, if there is strong seasonal variability in the storm responses,
a longer period still (see, for example, Kirkby, 1975; Gupta and Sorooshian, 1985; Hornberger
etal., 1985; Yapo et al., 1996). For more complex parameter sets, much more data and different
types of data may be required for a robust optimization unless many of the parameters are fixed
beforehand.

6.2 Differential evolution
6.2.1 Theoretical context

Optimization is the attempt to maximize a system’s desirable properties, while minimizing its
undesirable characteristics. However, what these properties are and how effectively they can be
improved depends on the problem. In order to set an optimization problem, it is essential to
define the objectives, the parameters and the constraints of the problem. An equation to be
optimized given certain constraints and with variables that need to be minimized or maximized
using nonlinear programming techniques is the objective function. For this study Differential
Evolution Algorithm (DE) is selected.
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Population Structure

It is the most versatile implementation maintains a pair of vector populations, both of which
contain Np D-dimensional vectors of real-valued parameters. The current population,
symbolized by Py, is composed of those vectors, Xi,g, that have already been found to be
acceptable either as initial points, or by comparison with other vectors:

Pog=(xig)i=01..,N,—1,9 =01, ..0Gmax (6.1)

Xig = (%) =01,..,D =1 (6.1)

The index, g indicates the generation to which a vector belongs. Each vector is assigned a
population index, i. Once initialized, DE starts to mutate, chosen vectors to produce an
intermediary population, Py,q of Np mutant vectors, vig:

Py = (vi,g)'i =01,..N,—1,9=0,1, ..., 9max ©3)

Ujg = (uj,i,g)']' =01,..,D-1 (6.4)

Each vector in the current population is then recombined with a mutant to produce a trial
population, Py, of Np trial vectors, uig:

Pug= (uig)i=01,..,Ny—1,9 = 0,1, ..., gimax (6.5)

Ug = (Ujig)j=01,..,D—-1 (6.6)

Initialization

It is essential, before the population is initialized, that both upper and lower bounds for each
parameter must be specified. These 2D values can be collected into two, D-dimensional
initialization vectors, br and by, for which subscripts L and U indicate the lower and upper
bounds, respectively. Once initialization bounds have been specified, a random number
generator assigns each parameter of every vector a value from within the prescribed range. For
example, the initial value (g = 0) of the j" parameter of the i" vector is:

xj ;0 = rand;(0,1)(bjy — bj.) + bj . 6.7)

The random number generator, rand;(0,1), returns a uniformly distributed random number from
within the range [0,1), i.e., 0 < randj(0,1) < 1. The subscript, j, indicates that a new random
value is generated for each parameter. Even if a variable is discrete or integral, it should be
initialized with a real value since DE internally treats all variables as floating-point values
regardless of their type.

Mutation

Once initialized, DE mutates and recombines the population to produce a population of Nj trial
vectors. In particular, differential mutation adds a scaled, randomly sampled, vector difference
to a third vector. Equation (6.8) shows how to combine three different, randomly chosen vectors
to create a mutant vector, Vi,g:

Vig = Xro,g + F(xrl,g - xrz,g) (6.8)
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The scale factor, Fe (0,1+), is a positive real number that controls the rate at which the
population evolves. While there is no upper limit on F, effective values are seldom greater than
1.0. The base vector index, r0, can be determined in a variety of ways, but for now it is assumed
to be a randomly chosen vector index that is different from the target vector index, i. Except for
being distinct from each other and from both the base and target vector indices, the difference
vector indices, rl and r2, are also randomly selected once per mutant. Figure 6.2 illustrates how
to construct the mutant, vi,g, in a two-dimensional parameter space.

X1

A

Vig™ er,g+F'(xr1,g'xr2,g)

\\‘-‘\ xrl.g

F’(xi‘l,g‘XFZg)

X,2.0

> X0

Figure 6.2: Differential mutation: the weighted differential, is added to the base vector, to produce a
mutant.

Crossover

DE employs uniform crossover. Sometimes referred to as discrete recombination, (dual)
crossover builds trial vectors out of parameter values that have been copied from two different
vectors. In particular, DE crosses each vector with a mutant vector:

_ _(Yiig if (randj (0,1) <Crorj = jrana (6.9)
Uj,g = Ujig = .
’ " Xjig Otherwise

The crossover probability, Cr € [0,1], is a user-defined value that controls the fraction of
parameter values that are copied from the mutant. To determine which source contributes a
given parameter, uniform crossover compares Cr to the output of a uniform random number
generator, rand;j(0,1). If the random number is less than or equal to Cr, the trial parameter is
inherited from the mutant, vi,g, otherwise, the parameter is copied from the vector, Xi,g. In
addition, the trial parameter with randomly chosen index, jrand, is taken from the mutant to
ensure that the trial vector does not duplicate xi,g. Because of this additional demand, Cr only
approximates the true probability, pcr, that a trial parameter will be inherited from the mutant.
Figure 6.3 plots the possible trial vectors that can result from uniformly crossing a mutant
vector, Vi,g, With the vector Xi,g.
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Figure 6.3: The possible additional trial vectors u'ig, u”ig when Xigand vigare uniformly crossed.
Selection

If the trial vector, ui,g, has an equal or lower objective function value than that of its target
vector, Xi,g, it replaces the target vector in the next generation; otherwise, the target retains its
place in the population for at least one more generation (6.10). By comparing each trial vector
with the target vector from which it inherits parameters, DE more tightly integrates re-
combination and selection than do other EASs:

Uig if fuig) = f(xig) (6.10)

X; = )
Lg+1 {xi,g otherwise

Once the new population is installed, the process of mutation, recombination and selection is
repeated until the optimum is located, or a pre- specified termination criterion is satisfied, e.g.,
the number of generations reaches a preset maximum, gmax.

DE of scipy library, finds the global minimum of a multivariate function. Differential Evolution
Is stochastic in nature (does not use gradient methods) to find the minimum, and can search
large areas of candidate space, but often requires larger numbers of function evaluations than
conventional gradient based techniques.

There are several strategies for creating trial candidates, which suit some problems more than
others. The ‘bestlbin’ strategy is a good starting point for many systems. In this strategy two
members of the population are randomly chosen. Their difference is used to mutate the best
member (the best in bestlbin), bo, so far:

b' = by + mutation * (population[rand0] — population[rand1]) (6.11)

A trial vector is then constructed. Starting with a randomly chosen i parameter the trial is
sequentially filled (in modulo) with parameters from b’ or the original candidate. The choice of
whether to use b’, or the original candidate is made with a binomial distribution (the ‘bin’ in
‘bestlbin’) - a random number in [0, 1) is generated. If this number is less than the
recombination constant then the parameter is loaded from b’, otherwise it is loaded from the
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original candidate. The final parameter is always loaded from b’. Once the trial candidate is
built its fitness is assessed. If the trial is better than the original candidate, then it takes its place.
If it is also better than the best overall candidate, it also replaces that. To improve your chances
of finding a global minimum use higher population size values, with higher mutation and
(dithering), but lower recombination values. This has the effect of widening the search radius
but slowing convergence.

6.2.2  Implementation of the differential evolution algorirthm
In order to apply the differential evolution algorithm, the sci.py library has been used. The
scipy.optimize.differential_evolution uses the parameters of the Table below:

Table 6.1: Differential evolution parameters

‘ Parameters

Parameters Description Description

Func The objective function to be|Mutation Ranges between [0, 2].
minimized. In the Increasing the mutation
form f(x, *args), where x is the constant increases the search
argument in the form of a 1-D radius, but will slow down
array and args is a tuple of any convergence
additional  fixed  parameters
needed to completely specify the
function.

Bounds Boundsfor variables. recombination |The recombination constant
(min, max) pairs for each should be in the range [0, 1].
element in x, defining the lower Increasing this value allows a
and upper bounds for the larger number of mutants to
optimizing argument of func. progress into the next

generation, but at the risk of
population stability

Args Any additional fixed parameters|Seed seed for repeatable
needed to completely specify the minimizations
objective function.

strategy The differential evolution | disp Display status messages
strategy to use. For example:
‘best1bin’, ‘bestlexp’,'randlexp’.

Maxiter The maximum number of times |Callback A function to follow the
the entire population is evolved. progress of the minimization
The maximum number of
function evaluations
is: maxiter * popsize* len(x)
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popsize A multiplier for setting the total | Polish If True (default), polishes the
population size. The population best population member at the
has popsize * len(x) individuals. end, which can improve the

minimization slightly

tol the solving process terminates |init Specify how the population
when: convergence = initialization is performed

mean(pop) * tol / stdev(pop) >
1

Res The optimization result
represented as
an OptimizeResult object.

6.3 Performance Measures
A model requires a quantitative measure of performance or goodness of fit. In a hydrological
model it is essential:
1. To predict the hydrograph peaks correctly (at least to within the magnitude of errors
associated with the observations),
2. To predict the timing of the hydrograph peaks correctly,
3. To represent the form of the recession curve so as to set up the initial conditions prior
to the next event.
6.3.1  Nash Sutcliffe Efficiency metric
A widely used goodness of fit measure based on the error variance is the modeling efficiency
of Nash Sutcliffe (1970) defined as:

2
_1_ 0O (6.12)
E=]1 o ]

Where o¢? is the variance of the observations and o2 is the error variance, defined as:
T
1
of = HZ(% —¥e)?
t=

Nash Sutcliffe efficiency metric (NSE) has the value of 1 for the perfect fit when is 62 = 0; it
has the value of 0 when is 62 = ¢, implying that the model g indicates that the model
predictions are as accurate as the mean of the observed data. Negative values indicate that the
model is performing worse than a ‘no — knowledge’” model, as the observed mean is a better
predictor than the model. In other words, he residual variance (described by the numerator in
eq. (6.13)), is larger than the data variance (described by the denominator).

6.3.2  Percent error in volume metric

The Percent Error in Volume (PEV) metric is defined as the percentage error of the total
volume of the hydrograph, as the following equation is shown:

Vo — V)
PEV = 100| 2| (6.14)

(6.13)

where Vj is the total volume of the observed hydrograph and 14, the total volume of the
simulated hydrograph.
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6.3.3  Percenterror in peak flow
The Percent Error in Peak Flow (PEPF) is defined as the percentage peak error, without any
relative temporal correlation between the observed and the simulated peak:

PERF = 100 Qoprar) — Qm(PEAK) | (6.15)

Qo(pEak)

6.3.4  Efficiency metric ATpr
This index is the absolute time difference, expressed in minutes (min), between the observed
and the simulated peak.

ATpp = |Tpeakops — Tpeakspn| (6.15)
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7 Software implementation

In this chapter the model implementation and the procedure for creating a stand —alone program
is discussed. Initially, the program is divided into two individual steps. A user interface class
and the model implementation. The first one is responsible for the data handling, including a
user interactive interface, whereas the latter one includes all the methods for data analysis.

It is worth noting, that two models have been developed with distinct purposes:

= Surface flow model, hereafter referred to as “surface model”;
= Complete hydrograph model, also accounting for subsurface flow (interflow), hereafter
referred to as “complete model”.

All calculations are made in grid form and specifically raster files are used. Additionally some
common GIS procedures that are available are extracted either by GRASS or by QGIS as part
of preprocessing (these include the creation of the flow direction raster using a D8 scheme and
the formulation of a stream network using the common hydrology toolboxes from these GIS
tools). The various methods that are used in the two different models are thoroughly discussed
in this chapter. These is also a plethora of secondary methods and classes which are not
described here, in order to keep this chapter at a manageable size, enhance read-ability and
retain the focus on the hydrological aspect of the thesis. Most of these secondary code snippets
refer to packages’/libraries’ actions, data handling within the software (like open file dialogs,
combo-boxes, user-action buttons etc.) and visualization tools. The performance metrics’
computation methods (NSE,PEV ,PEPF, ATpp) of section 6.3.1-4 are also skipped, as they are
trivial in implementation and self-explanatory. We remark however, that these are
implemented as methods of a Python class named Metrics.

7.1  Processing Functions

In order to make the program modular and easily extensible, we created a separated Python
class that contains all the necessary methods for the model, denoted as processingFuncs.py.
The most essential of them are analyzed in the following sections.

7.1.1 Flow accumulation

The first step is the creation of the flow accumulation grid. The flow accumulation method
calculates the accumulated flow as the accumulated weight of all cells flowing into each
downslope cell in the output raster. The value of cells in the output raster is the number of cells
that flow into each cell. It is known, that cells with a high flow accumulation are areas of
concentrated flow and may be used to identify stream channels. Cells with a flow accumulation
of 0 are local topographic highs and may be used to identify ridges.

In this method the sole input parameter is the flow direction grid that is been imported from a
raster data, computed in QGIS from the available DEM. In the following code snippet, the
method is described. This method employs JIT (see 4.5.5) and runs in parallel mode (i.e. travel
times from multiple cells are con-currently computed) to cut-down execution time.

@jit (parallel=True, nopython=False, nogil=True)
def flowaccumulation (flowdir):
nr=flowdir.shape[0]
nc=flowdir.shape[1]

shape=(nr,nc)
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accumulation=np.zeros (shape)
for i in prange(nr):
for j in range(nc):
if flowdir[i,]]==0:
accumulation[i,j]=0
else:
tempi=i
tempj=]
while tempj!=-1 and tempj!=nc and tempi'!=-1 and tempil!=nr

and flowdir[tempi,tempj]!=0:

if flowdir[tempi,tempjl==1:
movej=1

movei=0

accumulation[tempi,tempj]=accumulation[tempi, tempj]+1
if flowdir[tempi+moveil,tempj+move]j]==16:
break
elif flowdir[tempi,tempj]l==2:
movej=1

moveil=1l

accumulation[tempi, tempjl=accumulation[tempi,tempj]+l
if flowdir[tempi+movei,tempj+move]j]==32:
break
elif flowdir[tempi,tempj]l==4:
movej=0

movei=1l

accumulation[tempi,tempj]=accumulation[tempi,tempj]l+1l
if flowdir[tempi+movei, tempj+move]]==64:
break
elif flowdir[tempi,tempj]==8:
movej=-1

moveil=1l

accumulation[tempi,tempjl=accumulation[tempi,tempj]l+1
if flowdir[tempi+movei,tempj+move]j]==128:
break
elif flowdir[tempi,tempj]l==16:
movej=-1

movei=0

accumulation[tempi,tempjl=accumulation[tempi,tempj]l+1
if flowdir[tempi+movei,tempj+move]]==1:
break
elif flowdir[tempi,tempjl==32:
movej=-1
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movei=-1

accumulation[tempi,tempj]l=accumulation[tempi,tempj]+l
if flowdir[tempi+movel,tempj+move]]==
break
elif flowdir[tempi,tempj]l==64:
movej=0

movei=-1

accumulation[tempi,tempj]l=accumulation[tempi,tempj]+l
if flowdir[tempi+moveil,tempj+movej]l==
break
elif flowdir[tempi,tempj]==128:
movej=1

movei=-1

accumulation[tempi,tempj]l=accumulation[tempi,tempj]+l
if flowdir[tempi+moveil,tempj+movej]l==
break
tempi=tempi+movei

tempj=tempj+move]

return accumulation

Table 7.1: Input — output data of the flow accumulation method

Input data

Flow direction raster Flow accumulation raster

7.1.2 K raster creation

The following method creates the array based on the matching with the land uses codes
according to the Corine land cover. The input data is in xIs form and a dictionary is created for
convenience. The outcome is a raster map, where every cell has a unique k value.

def createkraster(kdictionary,corinearray):
import xlrd
workbook=xlrd.open workbook(kdictionary)
sheet=workbook.sheet by index(0)
nr=corinearray.shape[0]
nc=corinearray.shape[l]
shape=(nr,nc)
karray=np.zeros (shape)
data= [[sheet.cell value(r, c) for c in range(sheet.ncols)] for r in

range (sheet.nrows) ]

def column(matrix, i):

return [row[i] for row in matrix]

corine id=column(data,0)
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del corine id[0]
corine id=[int (i) for i in corine id]
k=column (data, 1)
del k[O0]
d=dict(zip(corine id, k))
for i in range(nr):
for j in range(nc):

karray[i,j]l=d.get(corinearray[i][]],0)

return karray

Table 7.2: Input — output data of the K raster creation method

Input data

K values dictionary from .xlsx file

K raster
Land cover values (CORINE) raster

7.1.3  Slope raster file

In this method, a function from the gdal geospatial library is used to calculate the slope of each
cell in the examined area. The format is chosen to be percent, as the following code snippet
indicates.

def slope(dem) :
slopedem=gdal.DEMProcessing('slope.tif', dem, 'slope',
slopeFormat="-p")

slopearray=slopedem.ReadAsArray ()

return slopearray

Table 7.3: Input — output data of the Slope raster creation method

Input data

Digital Elevation Model raster Slope (%)

7.1.4  Overland Velocity Grid

The next step, is the calculation of the overland velocity, based on the methodology discussed
in the Chapter 5.

def velocityGrid(slope,karray,flowaccumulation,threshold):

slope[slope==0]=0.001

slope[slope<0]=0

sqrt_slope=np.sqrt (slope)

for i in range(slope.shape[0]):

for 7 in range(slope.shape[l]):
if slopel[i, ]1>0.04:
slope[i,]J]1=0.05247+0.06363*slope[i,]]-0.182*%np.exp

(-62.38*slopel[i,]])

velocity=np.multiply(karray, sgrt slope)

return velocity

Considering the slope (see 7.1.3) and flow accumulation grid (see 7.1.1), the k values and a
threshold, the overland velocity is calculated (Chapter 4.4). The threshold defines the head sub-
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basin in terms of area in pixels (e.g. for grid size of 25%25 m, and a threshold of 16000 cells,
the minimum area of a defined basin is 10 km?).

Table 7.4: Input — output data of the Overland Velocity method
Input data ‘ Output

Slope raster

K values raster

Overland Velocity raster
Flow accumulation raster

Threshold in pixels

7.1.5  Channel Velocity method

This method calculates the velocity in the stream network considering the observed discharge,
the area of interest, the concentration time parameters t,,, t, and g, explained in detail within
sections 5.4.5 and 5.4.6, as well as the time step of observations in seconds (e.g. for a 15-minute
interval, the input is 900) and the start and finish time of the main hydrograph limbs to define
the average runoff intensity (see section 5.4.6). Of course, the stream network object (defined
from the streams class, see 7.1.10) is the key element in the calculation of the channel velocity,
as this objects incorporates as attributes all the information needed (segment slope, Manning’s
coefficient, which segments are along the longest path etc.).

def Vchannel (Qobs,A,b,tA,t0,streams,streamr,Dt,start,end):
T=(end-start)
V=np.zeros (shape=T)
for i in range(1,T):

V[il=((Qobs[i]+Qobs[i-1]1)/2)*Dt

Vtotal=np.sum(V)/A/1000
ieobs= Vtotal/ (T/4)
tc=t0* (ieobs** (-b))
tR_h=tc-tA
tR=tR _h*3600
L=streams.LENGTH[streams.mainStreamLinks-1]
sgrtJ=streams.SLOPE[streams.mainStreamLinks=1]**(0.5)
n=streams.MANNING[streams.mainStreamLinks-1]
b=streams.RiverB[streams.mainStreamLinks-1]
c=np.sum((L*n)/ (sqrtJI*b**0.5))/tR
Vriver=(c*streams.SLOPE** (0.5) *streams.RiverB) / (streams.MANNING)
return Vriver

Table 7.5: Input — output data of the Channel Velocity method

Input data Output

Observed discharge timeseries

Area in km? Channel Velocity

b parameter
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t0 parameter

tA parameter

Stream object

Time base

Start of hydrograph limb

End of hydrograph limb

7.1.6  Velocity Stack Method

The Velocity Stack method is essential for assigning cell velocities. This method overlays the
channel velocity raster on top of the overland velocity raster, so as the overland cells that are
also superimposed on the channel network are assigned only channel velocities. The outcome
is the final velocity grid, used in the calculations travel time per cell to the basin outlet, which
are next used to formulate the isochrones.

def VelocityStack(Ovelocity,Cvelocity,streamr) :
Tvelocity=np.zeros like(Ovelocity)
for i in range(Ovelocity.shape[0]):
for j in range(Ovelocity.shape[l]):
Tvelocity[i,j]=0Ovelocity[i,]]
for k in range(len(Cvelocity)):

Tvelocity[np.where (streamr==k+1) ]=Cvelocityl[k]

return Tvelocity

Table 7.6: Input — output data of the Velocity Stack method
Input data ‘ Output

Overland velocity raster

Channel velocity array Final Velocity

Streams represented as raster

7.1.7 Flow time

Flow time method calculates travel time of each cell to the outlet of the basin. In this study the
isochronous curves are used as described in the Chapter 5.4.2. The parameters needed are the
flow direction grid, the final velocity grid, the cell size in meters and the time step in seconds.
This method employs JIT and runs in parallel mode (i.e. travel times from multiple cells are
con-currently computed) to cut-down execution time.

@jit ((numba.uint8[:,:],numba.float64[:,:],numba.float64,numba.float64) ,hpa
rallel=True, nopython=False, nogil=True)
def flowtime(flowdir, velocity, cellsize, Dt):

lx=cellsize

1xy=(2*cellsize**2)**(Q 5

nr=flowdir.shape[0]
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nc=flowdir.shape[1l]
shape=(nr,nc)
accumtime=np.zeros (shape)
for i in prange(nr):
for j in range(nc):
if flowdir[i,]]==0:
accumtime[i,j]=0
else:
timeflow=0
tempi=i

tempj=]j

while tempj!=-1 and tempj!=nc and tempi'!=-1 and tempil!=nr
and flowdir[tempi,tempj]!=0:
if flowdir[tempi, tempj]l==1:
movej=1
movei=0
x=1x
if flowdir[tempi+moveil,tempj+move]j]==16:
timeflow=0
break
elif flowdir[tempi,tempjl]l==2:
movej=1
movei=1
x=1xy
if flowdir[tempi+movei, tempj+move]j]==32:
timeflow=0
break
elif flowdir[tempi,tempj]l==4:
movej=0
movei=1
x=1x
if flowdir[tempi+movei, tempj+move]]==64:
timeflow=0
break
elif flowdir[tempi,tempj]==8:
movej=-1
movei=1
x=1xy
if flowdir[tempi+movei,tempj+move]j]==128:
timeflow=0
break
elif flowdir[tempi,tempjl==16:
movej=-1
movei=0
x=1x
elif flowdir[tempi,tempjl==32:
movej=-1
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movei=-1
x=1xy
elif flowdir[tempi,temp]j]==64:
movej=0
movei=-1
x=1x
elif flowdir[tempi,temp]j]==128:
movej=1
movei=-1
x=1xy
timeflow=timeflow+ (x/velocity[tempi,tempj]l)

tempi=tempi+movei

tempj=tempj+move]

accumtime[i,j]l=timeflow/ (Dt) #hours

return accumtime

Table 7.7: Input — output data of the Flow time method

Input data Output

Flow direction grid

Total velocity

Cell size Flow Time raster (values in
Flow direction grid timesteps)

tA

Time base

7.1.8 Isochrones creation

This simple method classifies the flow time raster into classes of 1 timestep, in order to create
the isochrones areas. The cell value of the resulting raster refers to the isochrones’ area by
index.

def classifytimes (flowTIME) :
classtime=flowTIME//1

return classtime

Table 7.8: Input — output data of the Flow time method

Input data

Flow Time raster Isochrone areas index raster

7.1.9  Inverse Distance Weighting (IDW)

This method uses the Inverse Distance Weighting (IDW) algorithm. This deterministic method
for multivariate interpolation is used for the scattered rain gauges, so as to interpolate the
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rainfall across the area. In this algorithm the assigned values to the unknown points of the area
(in a grid base) are calculated with a weighted average of the values available at the known
points. In a discrete assignment of the unknown function in a study region, the expected result
is:

u(x):x - R,xeD c R" (7.1)
where D is the study region, and the set of N data points can be described as a list of tuples:

[Cey,u), (2, uz), oo, Coy, up)] (7.2)

The function aims to be "smooth” (continuous and differentiable), exact (u(x;) = ;) and to
meet the user's intuitive expectations about the phenomenon under investigation. Furthermore,
the function is suitable for a computer application at a reasonable cost.

IDW is considered to be a very flexible spatial interpolation method, as the interpolation could
be set in various ways.

Interpolated points are estimated based on their distance from known cell values. Points that
are closer to known values will be more influenced than points that are farther away. A power
of 1 smooths out the interpolated surface. A power of 2 increases the overall influence it has
from the known values. It is worth noting that peaks and values are more localized and are not
averaged out as much as with a power parameter of 1. The formula to calculate the value is:

Z.
D)
Z, = —1l (7.3)
?:1(?)
l

The following figures illustrate some examples of the application of IDW algorithm.

Figure 7.1: An example of the application of IDW (Source: gisgeography.com).
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Figure 7.2: Example of IDW using power 1 (Source: gisgeography.com).
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Figure 7.3: Example of IDW using power 2 (Source: gisgeography.com).

In the following code snippet, the implementation of the above interpolation is presented. The
input parameters are the coordinates of the rain gauges, the size of the basin in terms of grid
size and the cell size which defines the resolution of the raster Digital Elevation Model (DEM).
In addition, the power parameter (suggested as 2.0) and the coordinates of the upper left corner
of the raster are required. As a result, the distribution of the rainfall across the area is calculated.

def idw(stationX, stationY, rain, gridsize, xymin, power, cellsize):
""" Calculates the idw of any number of stations for a rainfall timestep
xystation: tuple with tuples (x,y) for stations
rain: element with rainfall data of each station
gridsize : tuple with dimensions [in cells] of raster
power : the p of idw
xymin : the upper left corner of raster in [m]
cellsize : cell size in [m]
# get coordinates from tuple xymin
xmin = xymin[0]
ymin = xymin[1]
# create the mesh
x = np.arange (0, gridsize[l], 1)
y = np.arange(gridsize[0]-1, -1, =1)
xx, yy = np.meshgrid(x, y, sparse=False)

# preallocate the distance 3D matrix

weight = np.zeros(shape=[gridsize[0], gridsize[l], len(stationY)])
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wu=np.zeros_ like(weight)
#nonzeroindex = np.zeros like(distance)
# loop for every station
for s in range(len(stationX)):
#stationXY = xystation([s]
xstationtemp = stationX[s]
ystationtemp = stationY[s]
coorxx=xx * cellsize + xmin + cellsize / 2
cooryy=yy * cellsize + ymin + cellsize / 2
distance = np.sqgrt((coorxx - xstationtemp) **2 + (cooryy-
ystationtemp) **2)
checkifzero = np.nonzero(distance == 0)
if not all (checkifzero): ffcheck if it is not empty
weight[:,:,s] = 1/distance**power
wul:,:,s8] = weight[:,:,s]l*rain[s]
else:
g = distance.flatten('F') # vectorize
indexzero = np.nonzero(g == 0)
weightvector=np.concatenate((1/g[:int (indexzero[0])]**
power,np.array([1]1), 1/gl[int(indexzero[0])+1:]**power))
weight[:,:,s]=weightvector.reshape(gridsize[0],
gridsize[l],order="F") .copy()
wuv=np.concatenate (((1/g[:int (indexzero[0]) ]**power)*

rain[s],np.array([rain[s]]), (1/glint (indexzero[0])+1:]**power)*rain[s]))

wul:,:,s]=wuv.reshape(gridsize[0] ,gridsize[1l],order="F") .copy()

idwrain=wu.sum(axis=2) /weight.sum(axis=2)

return idwrain

Table 7.9: Inputs — outputs of the IDW method.

Input data Output data

X, Y of the stations in tuple format

Rainfall timeseries

Dimensions of the raster fie in pixels 3D Matrix of spatial distribution of

rainfall event : XY axes cell

Power parameter coordinates, Z axis time, cell value

Xmin, Ymin values in m (from the coordinate system equals rainfall intensity

Cell size

7.1.10 Streamdata class

The streams class is used to instantiate a stream network object with its attributes as read by a
shapefile.

class streamdata (object) :

def init (self, datastream):
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f.ID=np.array(datastream["ARCID"])

f.SLOPE =np.array(datastream["SLOPE"])
~.LENGTH=np.array(datastream|["Length"])
f.mainStreamLinks=np.array(datastream["MainLinks"])
f.MANNING=np.array(datastream["Manning"])
F.WIDTH=np.array(datastream["Width"])

Sell

# Instantiate example where datastream variable holds a reference to a

streams shapefile (.shp): streams=streamdata (datastream)
7.1.11 CN adjustment to AMC parameter

CN is adjusted according to antecedent soil moisture conditions (refer to section 5.3.5). Inputs
are the CN raster (created through GIS operations according to 5.3.4). The output is the CN
raster of the specific event. This method also employs JIT and runs in parallel.

@it ((numba.floatb4, numba.float64[:,:]),parallel=True, nopython=False,
nogil=True)
def cnadjustment (AMC,cnarray) :
cnadj=cnarray
if AMC < 0.5:
for i in prange(cnarray.shape[0]):
for j in range(cnarray.shape[l]):
temp=4.2*cnarray[i,j]1/(10-0.058*cnarray[i,J])
cnadj[i,jl=cnarray[i,j]l-(cnarray[i,j]l-temp)/0.4%(0.5-AMC)
if AMC > 0.5:
for i in prange(cnarray.shape[0]):
for j in range(cnarray.shape[l]):
temp=23*cnarray[i,3j]1/(1040.13*cnarray[i,j])
cnadj[i,jl=cnarray[i,jl+(temp-cnarray[i,j])/0.4* (AMC -
0.5)
return cnadj

Table 7.10: Inputs — outputs of the CN adjustment method

Input data Output data

CN raster

Adjusted CN raster
AMC parameter

7.1.12 Effective rainfall computation method

In order to compute the effective rainfall in every time step of the event and in every cell, inputs
required are: the initial abstraction parameter A (here as “a”, because the Greek letter is not
supported as a Python variable name), the adjusted by AMC coefficient CN raster in order to
calculate S,, (as explained in eq. (5.9) in section 5.3.7) and the spatially distributed rainfall
raster. The method calculates S, in every cell using eq. (5.10) and then forms the 3D matrix
containing the effective rainfall for every cell & time step using eq. (5.1).

@jit ((numba.float64,numba.uint8([:, :],numba.float64([:,:]),parallel=True,
nopython=False, nogil=True)
def ie rain(a,cnarray,gridrain):

S20=254*((100/cnarray)-1)
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S20[S20<0]=10000
h0=0.2*3520
h=np.sum(gridrain,axis=2)
he=np.zeros like (h)
for i in prange (h.shape[0]):
for j in range (h.shape[l]):
if h[i,j]1>h0[1i,3]:
hel[i,j1=(h[i,3]1-h0[i,§]1)**2/ (h[i,3]1-h0[i,§]1+S20[1,5])

else:
he[i,37]1=0
Sa=(2*a*h+(1-a) *he-np.sqrt (he* (he* (1-a) **2+4*a*h)) )/ (2*a**2)
Sa[Sa<0]=0

h=np.cumsum(gridrain,axis=2)
he=np.zeros like(h)
hO0=a*Sa
for t in prange(h.shape[2]):
for i in range (hO.shape[0]):
for j in range(hO.shape[l]):
if hl[i,3,t1>h0[1i,7]:
heli,],t]1=((h[i,3,t]1-h0[i,3])**2)/(h[i,F,t]-hO[1i,i]+
Sali,]j1)
else:
he[i,],t]=0
ie=np.diff (he,axis=2)

ie=np.concatenate((he[:,:,0:1],1ie) ,axis=2)

return ie

Table 7.11: Inputs — outputs of the effective rainfall computation method

Input data Output data

CN adjusted raster Effective rainfall 3D matrix (cell

Initial abstraction ratio parameter 1 value: intensity, XY axes:

e . coordinates, Z axis: time
Raster of spatial distribution of rainfall

7.1.13 Volume of isochrones computation method

This function computes cell runoff volume from each isochrone area and the respective cell
effective rainfall for each time step. A matrix is created, so as to enable matrix algebra
operations for hydrograph creation.

@jit ((numba.float64[:,:],numba.float64[:],numba.floatb64[:,:],numba.float6
4,
numba.float64[:,:,:]),parallel=True, nopython=False, nogil=True)
def Vmat(V,time,classtime,cellsize,ie):
E=(cellsize**2)
for k in prange(ie.shape[2]):

for j in range(int(time.max())):

temp2=(classtime==j+1) * (ie[:,:,k])
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VIj,k]l=np.sum(temp2) *E

return V

Table 7.12: Inputs — outputs of volume of isochrones computation method

Input data Output data

Pre-allocated volume matrix

Isochrones index raster

. Volume from isochrones matrix
Cell size value

Effective rainfall 3D matrix

7.1.14 Hydrograph computation method

The hydrograph computation method employs the methodology described in section 5.4.2. to
compute the hydrograph at the basin outlet. Units are m*/s. Inputs required are the augmented
Volume matrix (by expanding the X,Y axis of the matrix to account for concentration time of
the basin), the time step in seconds and a pre-allocated matrix to store the computed hydrograph.

@it ((numba.float6d[:], numba.uint8[:, :],numba.float64),parallel=False,
nopython=False, nogil=False)
def gcalc(Q,V2,Dt):
for J in range(len(Q)):
Q[31=0
checkl=np.min([j,V2.shape[0]-11)
t=np.arange (checkl+l)
check2=np.min([j,V2.shape[1l]-11)
i=np.arange(check2,-1,-1)
for x in range(len(t)):
Ql3I=0[31+Vv2[t[x],1[x]]
Qsim=(Q*10** (-3) ) /Dt

return Qsim

Table 7.13: Inputs — outputs of volume of isochrones computation method

Input data Output data

Pre-allocated runoff matrix

Volume from isochrones matrix Simulated runoff hydrograph

Time step in seconds

7.1.15 Surface Model method

This method executes all related aforementioned methods in order to generate a simulated
hydrograph by employing the simpler surface hydrological model discussed in Chapter 5.

def model (a,m,Tvelocity,gridrain,cellsize,flowdir, cnarray,Dt):
flowTIME=flowtime (flowdir, Tvelocity, cellsize,Dt)

classtime=classifytimes (flowTIME)
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cn=cnadjustment (m,np.float64 (cnarray)) #it was m*cnarray
ie=ie rain(a,cn,gridrain)

ie[1ie<0]1=0

time=np.unique (classtime[classtime>0])

V=np.zeros (shape=(int (time.max()),ie.shape[2]))

V=Vmat (V,time,classtime,cellsize,ie)

Q=np.zeros (shape=(V.shape[l]+V.shape[0]-1,1))
exl=np.zeros (shape=(Q.shape[0]-V.shape[0], V.shape[l]))
ex2=np.zeros (shape=(Q.shape[0], Q.shape[0]-V.shape[l]))
Vl=np.concatenate ((V,ex1l) ,axis=0)
V2=np.concatenate ((V1l,ex2) ,axis=1)

Qsim=gcalc (Q,V2,Dt)

return QOsim
7.1.16 Complete Model method

This method executes the aforementioned methods to generate the enhanced model described
in section 5.5.1 t0 5.5.3. Some key changes to the surface method of section 7.1.15 are the water
balance equations that are implemented within the effective rainfall computation so the simpler
effective rainfall method is not called in execution. There is also the assumption that if interflow
is not zero at the beginning of the simulation, then all previous values before the first time step
are equal to the first interflow value (e.g. if lag parameter § is equal to 10, interflow values at
steps t, — 1: t, — 10 are all equal to interflow at step t,.

def modelComplete(a,m,L,B,W0,lag,Tvelocity,gridrain,cellsize,flowdir,
cnarray,Dt,dem) :
flowTIME=flowtime (flowdir, Tvelocity, cellsize,Dt)
classtime=classifytimes (flowTIME)
cn=cnadjustment (m,np.float64 (cnarray))
S20=254*((100/cn)-1)
S20[520<0]=10000
h0=0.2*320
h=np.sum(gridrain,axis=2)
he=np.zeros like(h)
for i in range (h.shape[0]):
for j in range (h.shape[l]):
if h[i,j1>h0[1i,3]:
he[i,31=(h[1i,3]1-h0[1i,3])**2/(h[1,J]1-h0O[1,]14520[1,]])
else:
he[i,7]1=0
Sa=(2*a*h+(1-a) *he-np.sqrt (he* (he* (1-a) **2+4*a*h)) )/ (2*a**2)
Sa[Sa<0]1=10000
h0=a*S20
time=np.unique (classtime[classtime>0])
interflow=np.zeros([int (time.max () )+gridrain.shape[2],1])
QinteflowM3S=np.zeros([int (time.max())+gridrain.shape[2],1])
W=np.ones like(Tvelocity) *W0
K=Sa+w0

h=np.cumsum(gridrain,axis=2)
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he=np.zeros([gridrain.shape[0],gridrain.shape[l],gridrain.shape[2]+1])
ie=np.zeros([gridrain.shape[0],gridrain.shape[l],gridrain.shape[2]])
interflow=np.zeros([gridrain.shape[0],gridrain.shape[l],
gridrain.shape[2]+int (time.max())])
percolation=np.zeros([gridrain.shape[0],gridrain.shape[l],
gridrain.shape[2]])
for t in range(l,ie.shape[2]+1):
df=h[:,:,t-1]1-h0
df [df<0]=0
hel[:,:,t]l=(df**2) / (df+Sa) * (dem>0) .astype (float)
he[he<0]=0
ie[:,:,t=-1]1=he[:,:,t]l-he[:,:,t-1]
ie[ie<0]=0
infiltration=gridrain[:,:,t=-1]-ie[:,:,t-1]
W=W+infiltration
interflowl[:,:,t-1]1=W*L
interflow[interflow<0]=0
W=W-interflow[:,:,t-1]
percolation[:,:,t-1]=W*B
W=W-percolation[:,:,t-1]
Sa=K-W
V=np.zeros (shape=(int (time.max()) ,ie.shape[2]))
V=Vmat (V,time,classtime,cellsize,ie)
Q=np.zeros (shape=(V.shape[l]+V.shape[0]-1,1))
exl=np.zeros (shape=(Q.shape[0]-V.shape[0], V.shape[l]))
ex2=np.zeros (shape=(Q.shape[0], Q.shape[0]-V.shape[l]))
Vl=np.concatenate ((V,exl) ,axis=0)
V2=np.concatenate ((V1l,ex2) ,axis=1)
Qsim=gcalc (Q,V2,Dt)
for t in range(ie.shape[2],ie.shape[2]+int(time.max())) :
interflowl[:,:,t]=W*L
W=W-interflow[:,:,t]
W=W* (1-B)
# transform interflow to m3/s
for t in range(interflow.shape[2]):

QinteflowM3S[t]l=(((np.sum(interflow[:,:,t]* (dem>0) .astype(float))*
cellsize**2)/1000)/Dt)
# add lag
gz=np.zeros([lag,1])
glag=np.ones([lag,1])*QinteflowM3S[0]
Qsim=np.concatenate ((Qsim,gz) ,axis=0)
QinteflowM3S=np.concatenate((glag,QinteflowM3S[0:-1]) ,axis=0)
Qtot=Q0sim+QinteflowM3S
Q=np.hstack((Qsim,QinteflowM3S,Qtot))

return Q
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7.2 Optimization methods

The following methods are called within optimization procedures. NSE is the default metric
used for the optimization of model parameters.

e Surface model differential evolution call with parameter bounds and arguments, where
x is the optimized parameter values:

bounds=[(0.0001, 0.50), (0.01, 1)]

args=(Qobs, Tvelocity,gridrain,cellsize, flowdir, cnarray,Dt,dem)
results=differential evolution(processingFuncs.optimFun2, bounds, args,
strategy='bestlbin', maxiter=20, popsize=20, tol=0.01, mutation=(0.5, 1),
recombination=0.7, seed=None, callback=None, disp=True, ©polish=False,

init='latinhypercube', atol=0)

x=results.x

e Surface model’s objective function:

def optimFun(x,*args):
Qobs=args[0]
Tvelocity=args[1]
gridrain=args[2]
cellsize=args[3]
flowdir=args[4]
cnarray=args|[5]
Dt=args|[6]
a=x[0]
m=x[1]
Qsim=model (a,m,Tvelocity,gridrain,cellsize,flowdir, cnarray,Dt)
Qobs=np.asarray (Qobs)
NSE=Metrics.NSE (Qsim, Qobs)
NSEnegative=-NSE

return NSEnegative

e Complete model differential evolution call with parameter bounds and arguments,

where x is the optimized parameter values, note the rescaling of parameters in the
objective function:

bounds=[(0.1, 1), (0.01, 0.3),(0,1),(0,1),(0,1), (0,1)]

args=(Qobs, Tvelocity,gridrain,cellsize, flowdir, cnarray,Dt,dem)
results=differential evolution(processingFuncs.optimFunComplete, bounds,
args, strategy='bestlbin', maxiter=15, popsize=6, tol=0.01, mutation=(0.5,
1), recombination=0.7, seed=None, callback=None, disp=True, polish=True,
init='latinhypercube', atol=0)

x=results.x

e Complete model’s objective function:

def optimFunComplete(x,*args):

Qobs=args[0]
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Tvelocity=args[1]
gridrain=args[2]
cellsize=args[3]
flowdir=args|[4]
cnarray=args[5]
Dt=args|[6]
dem=args|[7]
a=0.5*x[0]

m=x[1]

L=x[2]1*0.1
B=x[3]1*0.1
WO=x[4]1*50
lag=int (x[5]1*200)

Qsim3=modelComplete(a,m,L,B,W0,lag,Tvelocity,gridrain,cellsize,flowdir,
cnarray,Dt,dem)

Qsim=Qsim3[:,2]

NSE= Metrics.NSE (Qsim, Qobs)

NSEnegative=-NSE

return NSEnegative

7.3  Software application

The developed software application is presented within this section. The application is
responsible for data handling, visualization and the execution of the models described in
Chapter 5. The GUI application is mainly visually designed using Qt Designer (part of Qt
Framework). Then, the designer file (.ui) is imported into the python script using the PyQt

bindings.

The requirement for this software application is Python 3.6 or latest version and the Anaconda
distribution to handle all necessary packages. It operates in every major operating system

(Windows, MacOS, all Linux distributions).

78



|

s ] MainWindow
DEM Help info: Open a fil-conditioned DEM raster (.t Show Raster Surface Model Parameters
Flow Direction | Help info: Open a D8 fiow direction raster {.tf) Show Raster
a m
Rainfall Data | | Help info: Open the rainfal dataset (.xisx) Shaw Plots
0.00001 |3 |0.500
Station Points | | Help info; Open the stations shapefile (.shp) Show Stations
N Help infa; Open the CN raster (.tf) Show CN Simulation Optmizaton
CORINE | | Helpinfo: Gpen the CORINE land cover raster {tif) Show CORINE
Complete flow model Parameters
K/CORINE | | Help info: Open the exce! fle with definitions of k per CORINE category {dsx) Show k
Stream Data | | Help info: Open the stream data shapefile with definitions of length and manring {,shp) Show shp L B wo lag
Stream Raster | | Help info: Open the stream raster (.4f) Show raster 0.00000 [2] [0.00000 £] [0.00 o
Observed Flow | Help info: Open the cbserved fiow (.xisx) Show Plots
b @ o Dt T = Simulation Optimization
IDW interpolate| |0 | Head threshold (pixels) 16000 |5 Siope Flow Accumulation| |Overland Velodity| (3 102 [2] [100 2] 3,10 =] (000 =1 [0 =] 350
Generate Report
Commant d Line: ...
Channel Velodty  Flow velodity  Isochrones

Figure 7.4: Overview of the application’s main window.

As seen in Figure 7.4, the top left area of the window is the data input wizard, with visual and
text guidance to import all necessary files. These include:

= Digital Elevation Model (.tiff)

= Flow Direction raster file (.tiff)

= Rainfall data (.xlsx)

= Gauges points (.shp)

= Curve Number raster file (.tiff)

= Corine land cover raster file (.tiff)

= The k values per Corine category (.xIsx)
= Stream length and Manning values (.shp)
= Stream raster file (.tiff)

= Observed flow (.xlsx)

When the user clicks in a data input (for example the DEM) a pop — up window opens makes it
available to load only the files with the same form (e.g. only .tiffs in this case). In addition,
above every data input at the main window a help info provides the necessary information for
every action. There are also buttons on the right side of the wizard to visualize these inputs, at
the window’s graphics view widget. The command line widget displays important information
about user actions. Examples are given in the following figures.
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Figure 7.5: Example of DEM import.

80



[ om | ‘C:fdevfGU[lﬁ\Esdem‘hF | | show Raster | T
[ Fow Drecten| | Cifdev/fGUfiesffondiectr i | [show Raster | ) m
| Rainfall Data | ‘c:fdevfﬁu[/ﬁ\esﬁamged;z s | | showPlots |
bso 3]

| station Points | | Cifdev/L hy | 'show statons| T
[ ov | |colseviautfiesfamasteriof | [ sowen | [ Smuston || oOptmzmton |
| corme | |Cifdeviurfesfcorinezs i | /snow corme| Crre o e = s
| eormne | ‘C:fdevfGlJ[lﬁ\Esfmr\ne_k.xisx | | showk |
[ Sweampata | | Ciféev/Gutfiesfstreamsti.she | [“showsmp | L B Wo kg
[Sweam Raster | | CifdeufGUlfes(st_aster3.tF | Cshowrsster | 15 55000 2] [ooom0 Bl oo ] )
Observed Flow| ‘C:fdevfﬁu[/ﬁ\es/qnhsl&njl ssx | [ showPlots |

b o @ W s end [ Simulation || optmzaton |

Head threshold (ieels) (16000 (2] | Skpe | [Flow | |overland veloaty| o [3][ton 2w 2o ] e BIERE
N map plot ‘

|channel velocity| | Fiow Velocity | | Isochwones |

~
CN data
2099411
80
4099511
4099611 @
4099711
20
4099811
20
4099911
4100011
— 0
:2376 32476 0576 32676 12776 32876
v

Figure 7.6: Example of CN raster import.
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Figure 7.7: Example of observed hydrograph import.
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Figure 7.8: Example of stations’ shapefile import visualized on top of the basin footprint.
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Figure 7.9: Example of the streams network shapefile import, visualized on top of the basin footprint.

Under the import wizard section there are actions available to the user for data processing.
These include the IDW rainfall spatial allocation to cells, the computation of cell slope, flow
accumulation and relevant velocities and visualization of the basins isochrones areas. There are
input widgets (comboboxes) that enable the user-defined input of the respective parameters for
the actions (e.g. the parameters for time of concentration estimation, sub-basin area threshold
etc.). Examples of interaction are given in the following figures.
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Figure 7.10: Example of flow accumulation computation.
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Figure 7.11: Example of calculation the final cell velocity values.

On the top right side of the window are the user defined inputs of parameters used for the
simulation of an event supplying either the parameters for the surface model, or adding the
parameter values needed for the complete model. The user is also able to run an optimization
for either model and the parameter values will populate the input widgets at the end of the
optimization. The generate report button saves results of optimization (parameter values,
simulated hydrograph and metrics) in a text file. An example of visualization is given in Figure
7.12.
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Figure 7.12: Example of simulation results.
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8 Study area and data

The scope of this study is the development and documentation of a fully distributed model for
event-based hydrological modelling that could be used as a stand — alone application.

Hence, the proposed scheme is not established upon a specific study basin, but is rather a
general framework aimed for being easily implemented in different size basins. However, a
study area is selected, in order to analyse and report the functionality and the results of the
proposed model. In this chapter, we present the study basin as well and the available data.

8.1 Nedontas river basin

Nedontas river is located in the region of Western Peloponnese, Greece and belongs to the
Water Department of Western Peloponnese (GR01). A general overview of the area is given in
Figure 8.1. Nedontas passes through the city of Kalamata, in the prefecture of Messenia. The
special feature of this site is a deep narrow gorge, with a length of 9 km, lying between Chani
Lagou and the military shooting area, north of Kalamata. Nedontas river springs from the
western slopes of Taygetos, and flows into the Messenian gulf, west of the harbor of Kalamata,
with a total length of 26 km. In the area exists a network of meteorological and hydrometric
stations. The cross section of the basin was selected upstream of the urban area, and in particular
at the Nedontas hydrometric station, at the Bakas’s Quarry, where the cross section is upgraded
downstream.

This watershed is suitable for our study, as there don’t exist structures that could affect its
hydrological regime (e.g. dams, deflections, reservoirs). Due to the karstification, a high
percentage of runoff water in the Nedontas riverbed infiltrates through the limestone, thus
contributing to the enrichment of the groundwater and maintaining the relatively low runoff
towards the river mouth. The geomorphological development of the Nedontas gorge is due to
extensive erosion which occurred during the post alpine elevation of the area; erosion was
promoted across large NE-SW striking faults.

A further factor contributing to the choice of this particular case study, is the characteristics of
the overland flow, which is the main component of discharge. It occurs through the well-formed
hydrographic network with relatively straight sections at least at the locations of the existing
hydrometric stations. The meteorological data collected from a station near the airport (6 km
west of Kalamata) provide information on the area's water potential.

In the south of Prefecture of Messinia (Finikounda — Methoni), the rainfall is in average 600
mm, 1500 mm in the mountainous areas and 800-1200 mm in central, northern plain and semi
- mountainous areas.
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Figure 8.1: Satellite imagery of the general area around Nedontas river, as seen in Google Earth Pro.

8.2  Processing of the Geospatial Information

The available geospatial data used for the examined catchment area are altitude information,
land use cover, geological structures as well as the locations of the metric stations. Figure 8.2
shows the Digital Elevation Model (DEM) with a spatial resolution of 25 m per pixel. Total
basin area is equal to 119.3 km?. As it can be observed from the altitude histogram (Figure 8.3)
of the examined data, the minimum altitude value is approximately 93 m and the maximum 1
715 m.

In Nedontas basin the slopes are generally steep, as 75% of the cells have slope greater than
18%. In the northern areas in particular, slope exceeds 100% (Figure 8.4).
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Figure 8.2: DEM of the basin under study.
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Figure 8.4: Slope classification.
8.2.1  Hydrographic network

The hydrographic network consists of the main branch of Nedontas and three major tributaries,
i.e. Nedousa, Alagonia and Karveliotis. The first to form the upper reaches of the examined
river, while the third runs across the southwest part of the basin. Figure 8.5 illustrates the
hydrographic network of the basin. The main water body of the area collects the smaller streams
and creeks from the upstreams and reaches the outlet of the basin, which is located in the
Messenian Gulf. Antoniadi (2016) estimated the unit time of concentration, t,, equal to 3.1
hours and shape parameter, 5 equal to 0.193.
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Figure 8.5: Hydrological network in Nedontas basin.
8.22 Landuse

The digital land use model derived from Corine Land Cover 2012. Figure 8.6 depicts the land
uses for the studied basin. It is obvious that the main land use is broad — leaved forest and
coniferous forest.
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Figure 8.6: Corine Land Cover Classification.
8.2.3  Geological background
As seen in Figure 8.7, most of the central part of the basin is comprised of the Tripolis Zone
which is karstified. The east side of the basin is comprised of quartz geological formations.
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Figure 8.7: Geological background of Nedontas basin.
8.2.4  Permeability

The classification of the soils infiltration rate according to SCS is high (Class A), medium to
low (categories B and C) and at a very low rate (Category D). Due to the small size of categories
B and C, they were consolidated. The following figure depicts the water permeability.
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Figure 8.8: Permeability map of Nedontas basin.
8.2.5  Estimation of CN values for AMC Il conditions

CN values for AMC Il conditions are calculated according to the methodology described in
5.3.4 and are presented in Figure 8.9. The mean value of CN is 62.35.
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8.2.6  Flow direction and flow accumulation

In Figure 8.10 the flow direction map is presented. In Figure 8.11 the flow accumulation of the
examined catchment is illustrated, with a threshold of sub-basins equal to 2.5 km?.
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Figure 8.10: Flow direction raster.
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Figure 8.11: Flow accumulation with threshold of 2.5 km?.
8.2.7  Analysis of the stream network

Using a sub-basin threshold of 2.5 km? and the common GIS hydrology tools the water network
of Figure 8.12 emerges. Streams are named by ID values. The attributes slope,length and
Manning coefficient are presented in Table 8.1. Manning coefficients are estimated
macroscopically by means of satellite imagery interpretation.

Table 8.1: Stream network attributes

ID Length (m) Slope % Manning coeff.

1 (148331 0.135589 0.07
2 [1889.64 0.119282 0.07
3 4150.66 0.068437 0.05
4 2316.43 0.110869 0.07
5 [396.309 0.193031 0.07
6 [523.51 0.166129 0.07
7 (1704.03 0.024108 0.03
8 [1342.08 0.060317 0.05
9 [2094.73 0.057592 0.07
10 448.144 0.0459 0.05
11 87.5 0.052914 0.07
12 (1342.92 0.076423 0.05
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Figure 8.14: Stream segments average percent (%) slope.

97

4105000

4100000



8.3 Input data (rainfall and observed hydrographs)

The events that are used for the implementation of the models are presented. In this study, two
events with a 15-minute observation interval are used in the basin of Nedontas.

8.3.1  Event of January 16" 2013 (Event A hereafter)

This event started in 16/1/13 and ended in 19/1/13. The following gauges are used:
= Karveliotis

» Taygetos
= Nedousa
= Alagonia
= Poliani

» Kalamata — Nisaki
Figures 8.13 to 8.18 illustrate the 1% rainfall event for each of the six stations in the region of
Nedontas. Figure 8.27 shows the total rainfall of the event (IDW interpolation) while Figure
8.22 depicts the mean rainfall intensity during Event B.
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Figure 8.15: Hyetograph at Karvel rain gauge.
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Figure 8.16: Hyetograph at Taygetos rain gauge.
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Figure 8.17: Hyetograph at Nedousa rain gauge.
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Figure 8.18: Hyetograph at Alagonia rain gauge.
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Figure 8.19: Hyetograph at Polliani rain gauge.
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Figure 8.20: Hyetograph at Nisaki rain gauge.
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Figure 8.21: Total rainfall in mm of Event A.
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Figure 8.22: Mean intensity of rainfall, Event A.

The observed discharge for the 1% event measured in the Bakas Quarry gauge is illustrated in
the Figure 8.23. Runoff values up to 21/01/13 are presented.
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Figure 8.23: Observed discharge at Bakas Quarry gauge for Event A.
8.3.2  Event of February 6" 2012 (Event B hereafter)

The second event started in 6/2/12 and ended in 10/2/12. The following gauges were
operational:
= Bakas Quarry
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= Taygetos

* Nedousa
Figures 8.22 to 8.24 show the rainfall data of the above stations. Figure 8.27 show the total
rainfall of the event (IDW interpolation)while Figure 8.28 depicts the mean rainfall intensity
during Event B.
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Figure 8.24: Hyetograph at Bakas quarry rain gauge.
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Figure 8.25: Hyetograph at Taygetos rain gauge.
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Figure 8.26: Hyetograph at Nedousa rain gauge.
330000 335000 340000 345000 350000
8 1 1 1 8
(=] (=]
0 -0
T N |z
s A g
8 egend g
o o
S @ Stations of Event B re
Al otal rainfall event B h
76 - 90 mm
90 - 100 mm
100 - 110 mm
110 - 120 mm
=} 120 - 134.57 mm =]
3 3
37 r8
=S S
Taygetos
o [=]
(=] (=]
(=] (=]
(=] (=]
o o
T 0 125 | 25 5 75 10 km S
N T TS0 2.
330000 335I000 340000 345000 350000

Figure 8.27: Total rainfall in mm of Event B.
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Figure 8.28: Mean intensity of rainfall, Event B.

The observed discharge for the 2% event measured in the Bakas Quarry gauge is illustrated in

Figure 8.29. Runoff values up to 10/02/12 are presented.
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Figure 8.29: Observed discharge at Bakas Quarry gauge for Event B.
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9 Simulation of flood events

In this chapter the results of the analyses conducted in the context of this study will be presented.
The analyses involve the implementation of the proposed models and its comparison to the
results obtained by the observed data. In order to calculate the performance of the two models
four performance metrics are computed. The calculated hydrographs as well as the
performances metrics are presented. For convenience, hereafter the rainfall event of 16/01/13
will be referred to as event A, while the event of 06/02/12 as event B.

9.1 Implementation of a lumped model to extract interflow discharge

In this section, results from a conceptual lumped model (refer to section 5.5.2) are presented in
order to benchmark the distributed surface and complete models, while also providing an
estimation of the interflow discharge. This is essential for surface runoff separation from the
total hydrograph, before calibrating the surface model.

In this lumped configuration, the average CN value of the basin is also a calibration parameter,
and the relative lag hysterisis of interflow and surface flow (§ — ) is used. Rainfall in use in
each time step is the average value over the whole basin.

9.1.1
The parameter results from the lumped model configuration are presented in Table 9.1.

Lumped model for event A

Table 9.1: Parameter results from lumped model (event A).

Parameter Value

CN 41.3
A 0.0745
K 0.0004
u 0
Wy 12.8 mm
6—1 2 hours
) 0.0570

Table 9.2: Metric results from lumped model (event A).

Given the generated timeseries Metric Value show in in Figure 9.1, the
surface runoff component of the total observed hydrograph
NSE 0.946
PEV -22.1%

PEPF +10.6%

ATpp +45 min
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is calculated by removing the simulated interflow discharge. Surface runoff is shown in Figure
9.2.
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Figure 9.1: Lumped model results for event A.
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Figure 9.2: Estimated surface runoff of event A.
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9.1.2 Lumped model for event B
The parameter results from the lumped model configuration are presented in Table 9.3.

Table 9.3: Parameter results from lumped model (event B).

Parameter Value

CN 54.1

A 0.0010

K 0.0007

u 0.0011

W 19.9 mm
§—1 2 hours

© 0.0384

The performance of the lumped model is very satisfactory, as shown in Table 9.2. In particular,
NSE coefficient is very high with a value of 0.946.

Table 9.4: Metric results from lumped model (event B).

Metric Value
NSE 0.957
PEV -0.34%
PEPF +7.76%
ATpp +105 min

Given the generated timeseries showin in Figure 9.1, the surface runoff component of the total
observed hydrograph is calculated, by removing the simulated interflow discarge. Surface
runoff is shown in Figure 9.4.
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Figure 9.4: Estimated surface runoff of event B.

The timeseries of Figures 9.2 and 9.4 will be used as the observed surface flow of Events A and
B respectively for the employment of the surface model.

9.2 Distributed surface model
9.2.1  Surface model, Event A

Optimized parameters for Event A are shown in Table 9.5. It is suggested by the AMC
coefficient value that the antecedent moisture conditions are extremely dry. The initial
abstraction ratio is also low at 5%, but in line with values in literature.
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Table 9.5: Optimized parameters of surface model, Event A

Parameter Value

A 0.050
AMC 0.005

The performance metrics are shown in Table 9.6. The surface model exhibits good enough
performance (given the uncertainty in interflow separation), with a NSE metric of 0.704. Peak
flow estimation is satisfactory, as there the simulated peak is only 5.6% larger and comes 2
hours earlier. As seen by both the PEV metric and the timeseries form in Figure there is an
overestimation of the volume. Note however that it is compared to estimated surface runoff
volume, which may be misleading.

Table 9.6: Performance metrics of surface model, Event A

Metric Value
NSE 0.050
PEV -21.4%
PEPF -5.57%
AT pp -120 min
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Figure 9.5: Simulated timeseries for Event A by the surface model.

Figure 9.6 illustrates the adjusted CN values. Nearly the whole area is below 60, with average
value of 37.4. There also areas with CN values below 28, which means that these do not produce
runoff. Figure 9.7 depicts overland velocity of the area and channel velocities, Overland
velocity ranges between 0.003 m/s and 0.234 m/s. Channel velocity ranges between 1.09 m/s
to 2.91 m/s. Concentration time ¢t is equal to 3.69 hours.

Isochrones are shown in Figure 9.8. Most of the basin drains within 8 hours, however there are
some areas in the east that need betweeen 8 and 16 hours. Mean travel time is 5.7 hours.
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Figure 9.6: Adjusted CN values for event A (surface model).
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Figure 9.7: Overland and channel velocities of Event A.
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Figure 9.8: Isochrones of event A (surface model).
9.2.2  Surface model, Event B

Optimized parameters for Event B are shown in Table 9.7. The AMC coefficient is higher than
the one of Event A, though the antecedent moisture conditions are dry in this case also. The
initial abstraction ratio is again low at 1.1%.

Table 9.7: Optimized parameters of surface model, Event B

Parameter Value

A 0.011
AMC 0.233

The performance metrics are shown in Table 9.8. The surface model exhibits very good
performance with a NSE metric of 0.901. Peak flow estimation is satisfactory, as the simulated
peak is 9.62% lower (23.5 m%/s vs 26.08 m®/s) and comes 2 hours later. As seen by both the
PEV metric and the timeseries form in Figure there is an underestimation of the volume. Note
however that it is compared to estimated surface runoff volume, which may be misleading.

Table 9.8: Performance metrics of surface model, Event B

NSE 0.901
PEV 9.62%
PEPF +14.99%
AT pp +120 min
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Figure 9.9: Simulated timeseries for Event B by the surface model.

Figure 9.10 illustrates the adjusted CN values by the AMC coefficient. The average CN value
is 49, and there are many arears with values over 70, mainly in the east. Figure 9.11depicts
overland velocity of the area and channel velocities. Channel velocity ranges between 0.9 m/s
to 2.43 m/s, approximately at 94.3% of Event A channel velocities. Concentration time t. is
equal to 4.22 hours.Overland velocities remain the same, as the computation is not dependent
on rainfall intensity (see equation (5.12)). The changed overall flow-time of the cells has a
significant effect on the isochrones of Event B as seen in Figure 9.12. Mean travel time is 6.15
hours, a 7.8% increase.
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9.3 Distributed complete model
9.3.1 Complete model, Event A

Optimized parameters for Event A are shown in Table 9.9. The AMC coefficient is higher than
the one of the surface model, and in contrast the initial abstraction ratio is much higher at 0.245.
By the comparison between u and x parameters, it is suggested that interflow is an order of
magnitude lower than percolation. Initial moisture W, lumped across the basin, is in line with
the dry conditions suggested by the low AMC value.

Table 9.9: Optimized parameters of the complete model, event A.

Parameter Value

A 0.245
AMC 0.034
K 0.00078
u 0.0061
Wy 16.50 mm
(1) 9.25 hours

Performance of the complete model is satisfactory, as implied by the NSE value of 0.865 (Table
9.10). The difference between peak flows is marginal, as the simulated hydrograph has a 3%
lower peak (65.26 m®/s versus 67.34 m3/s) which comes 1 hour earlier. The difference in
volumes produced is +15.4% (higher in the simulated hydrograph). As Figure 9.13 suggest,
interflow discharge component in the simulated hydrograph resembles the observed one.
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Table 9.10: Performance metrics of complete model, Event A.

Metric Value

NSE 0.865

PEV -15.4%

PEPF +3.0%

AT pp -1 hour
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Figure 9.13: Hydrograph generated by the complete model, Event A.

As runoff intensity is higher considering the total hydrograph, there is an increase in channel
velocities as seen in Figure 9.14, which now vary in the range of 1.02 — 3.39 m/s. Concentration
time t. is equal to 3.59 hours. This translates to slightly different isochrones, as seen in Figure
9.15. Mean travel time decreases to 5.34 hours.

116



4115000

4110000

4105000

4100000

4115000

4110000

4105000

4100000

330000 335000 340000 345000 350000
1 1

EEgend
tream Velocity

[EventA
I 1.027 - 1.46 m/s

e 146-174m/s [ |
174-215m/s
- 2.15- 2.60 m/s
—2.60-3.39m/s
Overland velocity

125 25 . 0.0003
N N S
T T
330000 335000 340000 345000 350000
Figure 9.14: Channel and overland velocity, Event A, complete model.
330000 335000 340000 345000 350000

4115000

4110000

4105000

4100000

4115000

gend

sochrones, event Al
0- 1 hours
1- 2 hours

2 - 4 hours

4 - 8 hours
8- 16 hours
16 - 39 hours

0 125 25 5 7.5 10 km

-:F:_::_

T
330000 335000 340000 345000 350000

Figure 9.15: Isochrones for Event A, complete model.
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Figure 9.16: Adjusted CN values for event A (complete model).
9.3.2 Complete model, Event B

Optimized parameters for Event B are shown in Table 9.11. The AMC coefficient is lower than
the one of the surface model for the same event. The initial abstraction ratio is lower
(approximately zero). By the comparison between u and x parameters, it is suggested that
interflow is more significant in event B than in A. This is further indicated by the recession
limbs of both the observed and simulated hydrographs in Figure. Initial moisture W, is roughly
the same as in Event A, which may be explained by the fact that antecedent moisture conditions
are dry for both events.

Table 9.11: Optimized parameters of the complete model, event B.

Parameter Value

A 0.0005
AMC 0.209
K 0.0012
u 0.0038
Wy 16.48 mm
o 15.5 hours

Performance of the complete model is exceptional as implied by all metrics of Table 9.12. The
NSE value of 0.946 can be considered excellent. The difference between peak flows is small,
as the simulated hydrograph has a 7.6% lower peak (31.36 m®/s versus 33.96 m3/s) which comes
1 hour later. The difference in volumes produced is marginal at +0.38% (higher in the observed
hydrograph). As suggest, interflow discharge component in the simulated hydrograph
resembles the observed one.
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Table 9.12: Performance metrics of complete model, Event B.

Metric Value

NSE 0.865
PEV -15.4%
PEPF +3.0%
AT pp +1 hour
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Figure 9.17: Hydrograph generated by the complete model, Event B.

As runoff intensity is higher considering the total hydrograph, there is an increase in channel
velocities as seen in Figure 9.18, which range between 0.91 — 2.43 m/s. Concentration time t_c
is equal to 3.77 hours.This translates to different isochrones from the surface model, as seen in
Figure 9.19. Mean travel time decreases to 5.84 hours.

The adjusted CN values by the AMC coefficient can be visualized in Figure 9.20. There is
consistency in the both in the complete and the surface model, as Event B’s CN values are much
higher than A’s.
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Figure 9.20: Adjusted CN values for event B (complete model).

9.4 Model assessment

As evident by results, the complete model has the best performance, even though it needs four
more parameters in order to operate. It is also comparable in efficiency to the empeirical 8-
parameter semi-black box lumped model used to separate interflow, which is quite an
achievement as the complete model tries to spatially aproximate natural procedures. However,
the surface model gives good enough results, especially considering that Nedontas is a karstified
basin, thus interflow being a significant component of the hydrograph. Separation of interflow
is a difficult task, ridden with uncertainty, but in cases where interflow is not pronounced or
good quality surface flow data are provided the surface model may suffice.

Both models exhibit worse performance in Event A, which has according to optimized results
from both models extremely dry antecedent conditions. Parameter AMC seems to be consistent
between surface and complete model in both events, and is slightly lower within the complete
model. Paramer A, the initial abstraction ratio, however is not consistent within the different
implementations. There is the possibility of underoptimization in event A, as its impact in the
complete model (where it exhibits a very high value of 24.5%) is minimal compared to AMC,
k and u parameters, where the model is most sensitive.

Channel velocity estimation is consistent across events and model implementation, as Event A
exhibits faster values while being of much higher rainfall/runoff intensity.
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10 Conclusions

10.1 Research and technological outcomes
The scope of the thesis spreads across two domains:

In the research domain, the aim is to present recent advances in flood hydrology within a
distributed event-based modelling framework, including:

e a GIS-based approach for extracting distributed maps of the so-called reference CN
(corresponding to average antecedent soil moisture conditions and 20% initial
abstraction ratio), accounting for three key physiographic characteristics of the river
basin, i.e. permeability, vegetation/land cover and drainage capacity (slope);

e an empirical formula for adjusting CN to any antecedent soil moisture conditions,
expressed in terms a dimensionless parameter;

e aprocedure for adjusting CN against any initial abstraction ratio;

e an approximate implementation of the concept of the varying time of concentration
within runoff routing.

The key novelty of this work focused on routing procedures, for which we have developed an
improved time-area approach. The original issue involves the assignment a spatially-varying
channel velocities, which are estimated from easily-retrieved information, i.e. river network
geometry (length, slope) and macroscopic estimations of roughens coefficients. Moreover, by
considering the time of concentration of the basin within the hydraulic radius term, we can also
vary the velocities according to the average intensity of each flood event, thus also accounting
for flow conditions without employing a hydraulic model.

Significant advantage of the proposed model is its parsimonious formulation. In particular, the
model only uses a lumped parameter for initial conditions and another lumped parameter for
initial hydrological losses. Actually, the initial conditions can be quite safely estimated from
the cumulative rainfall few days before the flood event, while a representative value for initial
losses ratio can be also estimated on the basis of past flood events. Under this premise, our
scheme can also run without needing calibration, since all rest model inputs can be extracted
from morphological and physiographic data.

Another novelty involved the coupling the distributed model, for the generation and
propagation of surface runoff, with a lumped component to represent the subsurface flow
through a soil moisture accounting tank. This scheme ensures a more realistic description of the
flood hydrograph, since it explicitly accounts for its two major components, i.e. overland flow
and interflow. However, it makes essential the uses of additional parameters, which have to be
inferred through calibration.

In the technological domain this work aims to bring together GIS tools and Python scientific
packages, towards creating modern computational tools with augmented capabilities in data
handling, data pre-processing, geo-spatial analysis, hydrological simulation, optimization and
visualization of results.

Given the satisfactory results from the rainfall-runoff models that are employed, it is suggested
that the proposed framework achieves its research aim. Particularly, the velocity-based method
produces ensure quite realistic channel velocities, without being overly complex in
implementation or data demanding, as the coarse estimation of roughness in the stream
segments and the concertation time suffice for efficient hydrograph routing. The distributed
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models employed, showcase relatively fast (in execution time) and very good (in the
hydrological essence) performance.

The GUI, which has been developed as part of an integrated software for data handling, model
simulation/optimization and visualization of model results, fulfills the second aim, and paves
the way for more advanced applications.

10.2 Proposals for future research

Arguably, this work is just a primer for more advanced research. In particular:

Multiple flood events across multiple basins with diferent characteristics should be
tested within this modelling framework, to further explore the robustness of the tool, in
terms of predictive capacity and computational performance.

A key suggestion is to explore the possibility of incorporating a dynamic adjustment of
the time of concertation within the simulated flood event (i.e. the basin time concertation
time varies not only between event, but varies within the single event under study), thus
allowing channel velocities to follow the variability of runoff.

A challenging issue is the possibility of coupling a distributed rainfall-runoff model, to
represent the lateral inflows to the stream network, with a hydraulic model, to
analytically represent the routing processes. A comparison between the conceptual,
velocity-based approach, with the analytic hydraulic model will yield interesting results
concerning the battle of “performance versus parsimony in parameters and data”.

It is also worth exploring whether segmenting a basin to smaller entities given more
observed hydrographs from hydrometric stations across the network will enhance
performance, particularly regarding the segmenting of the lumped generalization of the
underground linear reservoir for interflow generation to more discrete elements.

Finally, the user-perspective can be greatly enhanced with further developing the GUI of the
software and adding more capabilities and automatizations.

123



References

Abbott, M. B., Bathurst, J. C., et al. (1986) ‘An introduction to the european hydrological
system - systeme hydrologique europeen, “SHE”, 2: Structure of a physically - based,
distributed modelling system’, Journal of Hydrology, 87, pp. 61-77.

Abbott, M. B., Bathurst, J. C., et al. (1986a) ‘An introduction to the European Hydrological
System — Systeme Hydrologique Europeen, “SHE”, 1: History and philosophy of a
physically-based, distributed modelling system’, Journal of Hydrology, 87(1-2), pp.
45-59. doi: 10.1016/0022-1694(86)90114-9.

Abbott, M. B., Bathurst, J. C., et al. (1986b) ‘An introduction to the European Hydrological
System — Systeme Hydrologique Europeen, “SHE”, 2: Structure of a physically-based,
distributed modelling system’, Journal of Hydrology, 87(1-2), pp. 61-77. doi:
10.1016/0022-1694(86)90115-0.

Anaconda, I. (2018) ‘Anaconda Distribution’. Available at:
https://www.anaconda.com/distribution/.

Antoniadi, S. (2016) Investigation of the time - response variability of river basins. National
Technical University of Athens.

Baltas, E., Dervos, N. and Mimikou, M. (2007) ‘Research on the initial abstraction — storage
ratio and its effect on hydrograph simulation at a watershed in Greece’, Hydrology and
Earth System Sciences Discussions, European Geosciences Union, 2007, 4 (4), pp.
2169-2204.

Bardossy, A., Bronstert, A. and Merz, B. (1995) ‘1-, 2- and 3-dimensional modeling of water
movement in the unsaturated soil matrix using a fuzzy approach’, Advances in Water

Resources, 18(4), pp. 237-251. doi: 10.1016/0309-1708(95)00009-8.

Bathurst, J. . et al. (2004) ‘Validation of catchment models for predicting land-use and climate
change impacts. 3. Blind validation for internal and outlet responses’, Journal of

Hydrology, 287(1-4), pp. 74-94. doi: 10.1016/j.jhydrol.2003.09.021.

Bathurst, J. C. (1986a) ‘Physically-based distributed modelling of an upland catchment using
the Systeme Hydrologique Europeen’, Journal of Hydrology, 87(1-2), pp. 79-102. doi:
10.1016/0022-1694(86)90116-2.

Bathurst, J. C. (1986b) ‘Sensitivity analysis of the Systeme Hydrologique Europeen for an
upland catchment’, Journal of Hydrology, 87(1-2), pp. 103-123. doi: 10.1016/0022-
1694(86)90117-4.

Bathurst, J. C. and Cooley, K. R. (1996) ‘Use of the SHE hydrological modelling system to
investigate basin response to snowmelt at Reynolds Creek, Idaho’, in Journal of
Hydrology, pp. 181-211. doi: 10.1016/S0022-1694(96)80011-4.

Betson, R. P. (1964) ‘What is watershed runoft?’, Journal of Geophysical Research. doi:
10.1029/JZ069i008p01541.

124



Beven, J. K. (1985) ‘Distributed Models’, in Hydrological Forecasting. Wiley, pp. 405-435.
Beven, J. K. (2012) Rainfall-Runoff Modelling, Wiley - Blackwell. doi: 10.1002/Idr.630.

Beven, K. (1981) ‘Kinematic subsurface stormflow’, Water Resources Research, 17(5), pp.
1419-1424. doi: 10.1029/WR017i005p014109.

Beven, K. (1991) ‘Spatially Distributed Modeling: Conceptual Approach to Runoff Prediction’,
in Recent Advances in the Modeling of Hydrologic Systems. Dordrecht: Springer
Netherlands, pp. 373-387. doi: 10.1007/978-94-011-3480-4_17.

Beven, K. (1995) ‘Linking parameters across scales: Subgrid parameterizations and scale
dependent hydrological models’, Hydrological Processes, 9(5-6), pp. 507-525. doi:
10.1002/hyp.3360090504.

Beven, K. (1997) Distributed Hydrological Modelling: Applications of the Topmodel Concept.
John Wiley & Sons.

Binley, A., Beven, K. and Elgy, J. (1989) ‘A physically based model of heterogeneous
hillslopes: 2. Effective hydraulic conductivities’, Water Resources Research, 25(6), pp.
1227-1233. doi: 10.1029/WR025i006p01227.

Bonell, M. et al. (1998) ‘High Rainfall, Response-Dominated Catchments: A Comparative
Study of Experiments in Tropical Northeast Queensland with Temperate New Zealand’,
in Isotope Tracers in Catchment Hydrology. Elsevier, pp. 347-390. doi: 10.1016/B978-
0-444-81546-0.50018-5.

Bronstert, A. and Plate, E. J. (1997) ‘Modelling of runoff generation and soil moisture dynamics
for hillslopes and micro-catchments’, Journal of Hydrology, 198(1-4), pp. 177-195.
doi: 10.1016/S0022-1694(96)03306-9.

Chow, Maidment, D. R. and Mays, L. W. (1988) Applied Hydrology, Agriculture, Ecosystems
& Environment. doi: 10.1016/j.soncn.2011.11.001.

Connolly, R. D. et al. (1997) ‘Distributed parameter hydrology model (Answers) applied to a
range of catchment scales using rainfall simulator data. IV Evaluating pasture catchment
hydrology’, Journal of Hydrology, 201(1-4), pp. 311-328. doi: 10.1016/S0022-
1694(97)00052-8.

Connolly, R. D. and Silburn, D. M. (1995) ‘Distributed parameter hydrology model
(ANSWERYS) applied to a range of catchment scales using rainfall simulator data I1:
Application to spatially uniform catchments’, Journal of Hydrology, 172(1-4), pp. 105
125. doi: 10.1016/0022-1694(95)02741-7.

D. B. Beasley, L. F. Huggins and E. J. Monke (1980) ‘ANSWERS: A Model for Watershed

Planning’, Transactions of the ASAE, 23(4), pp. 0938-0944. doi:
10.13031/2013.34692.

125



Deshmukh, D. S. et al. (2013) ‘Estimation and comparision of curve numbers based on dynamic
land use land cover change, observed rainfall-runoff data and land slope’, Journal of
Hydrology, 492, pp. 89-101. doi: 10.1016/j.jhydrol.2013.04.001.

Development, W. et al. (2000) Python Developer’s Handbook.

Devia, G. K., Ganasri, B. P. and Dwarakish, G. S. (2015) ‘A Review on Hydrological Models’,
in International Conference on Water Resources, Coastal and Ocean Engineering
(ICWRCOE 2015), Agquatic Procedia, pp. 1001-1007. doi:
10.1016/j.aqpro.2015.02.126.

Diener, M. (2015) Python Geospatial Analysis Cookbook.
Dingman, S. L. (2002) Physical hydrology. 2nd edn. Prentice Hall.

Doe, W., Saghafian, B. and Julien, P. Y. J. (1996) ‘Land-Use Impact on Watershed Response:
the Integration of Two-Dimensional Hydrological Modelling and Geographical
Information Systems’, Hydrological Processes, 10(11), pp. 1503-1511.

Downer, C. W. et al. (2002) ‘Theory, development, and applicability of the surface water
hydrologic modelCASC2D’, Hydrological Processes, 16(2), pp. 255-275. doi:
10.1002/hyp.338.

Downer, C. W. et al. (2006) ‘Gridded Surface/Subsurface Hydrologic Analysis (GSSHA)
Model: A Model for Simulating Diverse Streamflow-Producing Processes’, in
Watershed Models, pp. 131-157.

Downer, C. W. and Ogden, F. L. (2004) ‘GSSHA: Model To Simulate Diverse Stream Flow
Producing Processes’, Journal of Hydrologic Engineering, 9(3), pp. 161-174. doi:
10.1061/(ASCE)1084-0699(2004)9:3(161).

Durand, P., Robson, A. and Neal, C. (1992) ‘Modelling the hydrology of submediterranean
montane catchments (Mont-Lozére, France) using TOPMODEL: initial results’, Journal
of Hydrology, 139(1-4), pp. 1-14. doi: 10.1016/0022-1694(92)90191-W.

Eckhardt, K. (2008) ‘A comparison of baseflow indices, which were calculated with seven
different baseflow separation methods’, Journal of Hydrology, 352(1-2), pp. 168-173.
doi: 10.1016/j.jhydrol.2008.01.005.

Eckhardt, K., Fohrer, N. and Frede, H.-G. (2005) ‘Automatic model calibration’, Hydrological
Processes, 19(3), pp. 651-658. doi: 10.1002/hyp.5613.

Editors, S. et al. (2008) Differential Evolution - A Practical Approach to Global Optimization,
New York. doi: 10.1162/evco.2004.12.2.269.

Efstratiadis, A., Koukouvinos, A., et al. (2014) Description of regional approaches for the
estimation of characteristic hydrological quantities, DEUCALION — Assessment of
flood flows in Greece under conditions of hydroclimatic variability: Development of
physically-established conceptual-probabilistic. Athens.

126



Efstratiadis, A., Koussis, A. D., et al. (2014) ‘Flood design recipes vs. reality: can predictions
for ungauged basins be trusted?’, Natural Hazards and Earth System Sciences, 14(6),
pp. 1417-1428. doi: 10.5194/nhess-14-1417-2014.

Ewen, J., Parkin, G. and O’Connell, P. E. (2000) ‘SHETRAN: Distributed River Basin Flow
and Transport Modeling System’, Journal of Hydrologic Engineering, 5(3), pp. 250—
258. doi: 10.1061/(ASCE)1084-0699(2000)5:3(250).

Fangohr, H. (2004) ‘A Comparison of C, MATLAB, and Python as Teaching Languages in
Engineering’, in Computational, pp. 1210-1217. doi: 10.1007/978-3-540-25944-2_157.

Fangohr, H. (2015) ‘Introduction to Python for Computational Science and Engineerin’, eBook,
p. 167.

Forster, K. et al. (2016) ‘An open-source MEteoroLOgical observation time series
DISaggregation Tool (MELODIST v0.1.1)’, Geoscientific Model Development, 9(7),
pp. 2315-2333. doi: 10.5194/gmd-9-2315-2016.

Haan, C., Barfield, B. and Hayes, J. (1994) Design Hydrology and Sedimentology for Small
Catchments. New York: Academic Press.

Hall, F. R. (1968) ‘Base-Flow Recessions-A Review’, Water Resources Research, 4(5), pp.
973-983. doi: 10.1029/WR004i005p00973.

Hewlett, J. D. (1961) Watershed management, Report for 1961 Southeastern Forest Experiment
Station. Ashville.

Hewlett, J. D. and Hibbert, A. R. (1967) ‘Factors affecting the response of small watersheds to

precipitation in humid areas’, in International Symposium on Forest Hydrology. doi:
10.1177/0309133309338118.

Holko, L. et al. (2002) ‘Groundwater runoff separation - test of applicability of a simple
separation method under varying natural conditions’, FRIEND 2002 - Regional
Hydrology: Bridging the Gap between Research and Practice, 1(274), pp. 265-272. doi:
10.1109/1CoOM.2013.6626507.

Huang, M. et al. (2006) ‘A modification to the Soil Conservation Service curve number method
for steep slopes in the Loess Plateau of China’, Hydrological Processes, 20(3), pp. 579—
589. doi: 10.1002/hyp.5925.

Huggins, L. F. and Monke, E. J. (1968) ‘A Mathematical Model for Simulating the Hydrologic
Response of a Watershed’, Water Resources Research, 4(3), pp. 529-539. doi:
10.1029/WR004i003p00529.

Izzard, C. F., Hicks and 1., W. (1946) ‘Hydraulics of runoff from developed surfaces’, in 26th
Annual Meetings of the Highway Research Board, pp. 129-150.

Kirchner, J. W. (2003) ‘A double paradox in catchment hydrology and geochemistry’,
Hydrological Processes, 17(4), pp. 871-874. doi: 10.1002/hyp.5108.

127



Kirkby, M. J. (1975) Hydrograph Modelling Strategies. Department of Geography, University
of Leeds.

Kirkby, M. J. (1997) ‘TOPMODEL: A personal view’, Hydrological Processes, 11(9), pp.
1087-1097. doi: 10.1002/(SIC1)1099-1085(199707)11:9<1087::AlID-
HYP546>3.0.CO;2-P.

Kliner, K. and Knezek, M. (1974) ‘The underground runoff separation method making use of
the observation of ground water table’, Hydrology and hydromechanics, 22(5), pp. 457—
466.

Koutsoyiannis, D. and Xanthopoulos, T. (1999) Engineering Hydrology.

Lin, J. W. B. (2012) ‘Why python is the next wave in earth sciences computing’, Bulletin of
the American Meteorological Society, 93(12), pp. 1823-1824. doi: 10.1175/BAMS-D-
12-00148.1.

Linsley, R. et al. (1975) Hydrology for engineers. McGraw-Hill.
Maclaren, N. (2012) Why (and Why Not ) to Use Fortran.

Mancusi, L., Albano, R. and Sole, A. (2015) ‘FloodRisk : a QGIS plugin for flood consequences
estimation’, Geomatics Workbooks, pp. 483—496. doi: 10.13140/RG.2.1.4215.7846.

Massari, C., Brocca, L., Tarpanelli, A., Ciabatta, L., Camici, S., Moramarco, T., Giriraj, A.,
Dorigo, W. and Wagner, Wolfgang. (2015). ‘Assessing the potential of CCI soil
moisture product for data assimilation into rainfall-runoff modelling: a case study for
the Niger River’, Earth Observation for Water Cycle Science 2015, At ESA-ESRIN
Frascati (Rome), Italy.

McDonnell, J. J. et al. (2001) ‘Hydrology and biogeochemistry of forested catchments’,
Hydrological Processes, 15(10), pp. 1673-1674. doi: 10.1002/hyp.351.

Merheb, M. et al. (2016) ‘Hydrological response characteristics of Mediterranean catchments
at different time scales: a meta-analysis’, Hydrological Sciences Journal, 61(14), pp.
2520-2539. doi: 10.1080/02626667.2016.1140174.

Merz, B. et al. (2010) ‘Review article “assessment of economic flood damage™’, Natural
Hazards and Earth System Science, 10(8), pp. 1697-1724. doi: 10.5194/nhess-10-1697-
2010.

Michailidi, E., S. et al. (2017) ‘Adaptation of the concept of varying time of concentration
within flood modelling: Theoretical and empirical investigations across the
Mediterranean’, in Geophysical Research Abstracts, Vol. 19. European Geosciences
Union General Assembly 2017.

Michailidi, E. (2018) Flood risk assessment in gauged and ungauged basins in a
multidimensional context. Universita Degli Studi di Brescia.

128



Moore, R. J. et al. (2006) ‘Issues in flood forecasting: Ungauged basins, extreme floods and

uncertainty’, Frontiers in Flood Research / Le point de la recherche sur les crues, (305),
pp. 103-122.

Paniconi, C. and Wood, E. F. (1993) ‘A detailed model for simulation of catchment scale

subsurface hydrologic processes’, Water Resources Research, 29(6), pp. 1601-1620.
doi: 10.1029/92WR02333.

Petroselli, A. and Grimaldi, S. (2018) ‘Design hydrograph estimation in small and fully
ungauged basins: a preliminary assessment of the EBA4SUB framework’, Journal of
Flood Risk Management, 11, pp. S197-S210. doi: 10.1111/jfr3.12193.

Pettyjohn, W. A. and Henning, R. (1979) ‘Preliminary Estimates of Ground-Wter Recharge
Rates, Related Streamflow and Water Quality in Ohio’, American journal of public
health and the nation’s health, p. 323. doi: 10.2105/AJPH.49.9.1190.

Pontikos, S. (2014) A probabilistic approach of soil moisture conditions in Greece. National
Technical University of Athens.

Refsgaard, J. C. and Knudsen, J. (1996) ‘Operational Validation and Intercomparison of
Different Types of Hydrological Models’, Wster Resources Research, 32(7), pp. 2189—
2202.

Refsgaard, J. C. and Storm, B. (1995) ‘MIKE SHE’, in Computer Models of Watershed
Hydrology, pp. 809-846.

Risva, K. et al. (2018) ‘A Framework for Dry Period Low Flow Forecasting in Mediterranean
Streams’, Water Resources Management. doi: 10.1007/s11269-018-2060-z.

Rossetto, R., Borsi, I. and Foglia, L. (2015) ‘FREEWAT: FREE and open source software tools
for WATer resource management’, Rendiconti online della Societa Geologica Italiana,
35, pp. 252-255. doi: 10.3301/ROL.2015.113.

Savvidou, E. et al. (2018) ‘The Curve Number Concept as a Driver for Delineating
Hydrological Response Units’, Water, 10(2), p. 194. doi: 10.3390/w10020194.

Sellinger, C. E. (1996) Computer program for performing hydrograph separation using the
rating curve method. Michigan. Available at:
https://permanent.access.gpo.gov/Ips95098/glerl-100/tm-100.pdf.

Sloto, R. A. and Crouse, M. Y. (1996) HYSEP: A Computer Program for Streamflow
Hydrograph Separation and Analysis. doi: 10.3133/wri964040.

Smith, M. et al. (2004) ‘The distributed model intercomparison project (DMIP): motivation and
experiment design’, Journal ofHydrology, (298), pp. 4-26.

Soediono, B. (1989) ‘Think Python’, Journal of Chemical Information and Modeling, 53, p.
160. doi: 10.1017/CB09781107415324.004.

129



Sorooshian, S. et al. (2008) Hydrological Modelling and the Water Cycle: Coupling the
Atmospheric and Hydrological Models. Springer.

Su, N. (1995) ‘The unit hydrograph model for hydrograph separation’, Environment
International, 21(5), pp. 509-515. doi: 10.1016/0160-4120(95)00050-U.

Szilagyi, J., Parlange, M. B. and Albertson, J. D. (1998) ‘Recession flow analysis for aquifer
parameter determination’, Water Resources Research, 34(7), pp. 1851-1857. doi:
10.1029/98WR01009.

Tallaksen, L. M. (1995) ‘A review of baseflow recession analysis’, Journal of Hydrology,
165(1-4), pp. 349-370. doi: 10.1016/0022-1694(94)02540-R.

The National Regulator for Compulsory Specifications (NRCS). (2004) National Engineering
Handbook: Part 630 -Hydrology. DC.

Tomer, S. K. (2011) ‘Python in Hydrology’, Book, pp. 1-157.

Uhlenbrook, S. and Hoeg, S. (2003) ‘Quantifying uncertainties in tracer-based hydrograph
separations: a case study for two-, three- and five-component hydrograph separations in
a mountainous catchment’, Hydrological Processes, 17(2), pp. 431-453. doi:
10.1002/hyp.1134.

Verma, S. et al. (2017a) ‘A revisit of NRCS-CN inspired models coupled with RS and GIS for
runoff estimation’, Hydrological Sciences Journal. doi:
10.1080/02626667.2017.1334166.

Verma, S. et al. (2017b) ‘A revisit of NRCS-CN inspired models coupled with RS and GIS for
runoff estimation’, Hydrological Sciences Journal, 62(12), pp. 1891-1930. doi:
10.1080/02626667.2017.1334166.

Ward, R. C. and Robinson, M. (1989) Principals of Hydrology. 3rd edn. London: McGraw-
Hill.

Wickert, A. (2012) ‘GRASS GIS for Geomorphologists: An Introductory Guide’, Software
Manual, pp. 1-67.

Wigmosta, M. S. and Lettenmaier, D. P. (1999) ‘A comparison of simplified methods for

routing topographically driven subsurface flow’, Water Resources Research, 35(1), pp.
255-264. doi: 10.1029/1998WR900017.

Xu, Y. et al. (2011) “Watershed discretization based on multiple factors and its application in
the Chinese Loess Plateau’, Hydrology and Earth System Sciences Discussions, 8(5),
pp. 9063-9087. doi: 10.5194/hessd-8-9063-2011.

130



