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Abstract: The identification of the second-order dependence structure of streamflow has been one
of the oldest challenges in hydrological sciences, dating back to the pioneering work of H.E Hurst
on the Nile River. Since then, several large-scale studies have investigated the temporal structure of
streamflow spanning from the hourly to the climatic scale, covering multiple orders of magni-tude.
In this study, we expanded this range to almost eight orders of magnitude by analysing small-scale
streamflow time series (in the order of minutes) from ground stations and large-scale streamflow time
series (in the order of hundreds of years) acquired from paleocli-matic reconstructions. We aimed
to determine the fractal behaviour and the long-range de-pendence behaviour of the streamflow.
Additionally, we assessed the behaviour of the first four marginal moments of each time series to
test whether they follow similar behaviours as sug-gested in other studies in the literature. The
results provide evidence in identifying a common stochastic structure for the streamflow process,
based on the Pareto–Burr–Feller marginal dis-tribution and a generalized Hurst–Kolmogorov (HK)
dependence structure.

Keywords: streamflow; stochastic processes; multiple scales; fractal; long-range dependence; marginal
moments; paleoclimatic reconstructions

1. Introduction

Describing the stochastic properties of streamflows is essential for hydrological mod-
elling and flood risk management. However, the lack of continuous and long streamflow
records makes a proper characterization of the process in stochastic terms challenging.
Technological advances have fostered the use of novel monitoring frameworks able to
reduce costs. The HARMONIOUS COST Action provided a large ensemble of innovative
practices, algorithms, and data assimilation techniques to enhance our ability to monitor
rivers (see details in [1,2]). These target practices and methods could be further improved
by incorporating the stochastic structure of streamflow (i.e., the marginal distribution and
dependence functions). Such structures cannot be known a priori and are often estimated
from single short time series (e.g., less than 30 years, which is considered the typical climatic
scale). However, because the estimators of both the marginal and dependence structures
rely on the selected model, it is argued that their values cannot be robustly estimated when
the following conditions are met: (a) the process is characterized by long-range dependence
(LRD; also called long-term persistence, long-term memory, Hurst phenomenon [3] or
Hurst–Kolmogorov (HK) behaviour [4]), which is the dominant case, especially in the
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hydrological cycle processes (e.g., see global-scale analyses from reanalysis data in [5]; and
in hydrometeorological stations in [6]); (b) a single and often short time series of a process
is analysed (e.g., of some years of length or even smaller), which is a central practice in the
literature; and, (c) statistical bias is not taken into account, which is also the most common
practice (e.g., see the discussion on the importance of bias in [7,8]). The mentioned practices
are considered unreliable because they may lead to severe underestimation of the expected
values (depending on the strength of the LRD behaviour) and thus of the parameters of the
selected models.

Natural processes are expected to exhibit specific stochastic similarities because they
are all bounded by the law of entropy extremization (e.g., see the physical justification
of the LRD in [9]). This concept has been confirmed in recent studies, such as the one by
Dimitriadis et al. [6], where stochastic similarities (including LRD) are traced in all key
hourly and daily-scale hydrological-cycle processes (i.e., surface air temperature, relative
humidity, dew-point, close-to-surface wind speed, atmospheric pressure, streamflow, and
precipitation) by analysing the most comprehensive available databases (i.e., including tens
of billions of values from several thousands of globally distributed stations). Notably, it is
illustrated that even though the stations are located in different climatic regimes, a pattern
exists in the values of the marginal moments and the dependence structure when they are
robustly estimated from data. Thus, it is argued that the impact of the climatic conditions
is mainly mirrored by the different values of the marginal and dependence structure model
parameters, leaving the distribution type and the dependence model structure almost
unaltered after applying simple standardization techniques.

Thus, the aim of this study was to estimate the stochastic structure of the streamflow
process over an extensive range of temporal scales, from fine scales (in the order of minutes)
to very large timescales (in the order of hundreds of years). For this aim, we used several
global databases of finer-scale streamflow time series and larger-scale paleoclimatic recon-
structions, for which the scientific interest has grown (e.g., see discussions and methods in
recent studies [10–12]) but without having performed any similar stochastic analysis. The
stochastic dependence structure, and in particular, the importance of the LRD in hydrology
and streamflow, has been highlighted in several studies analysing large-scale observational
datasets [13–24]; however, the temporal coverage of these datasets is usually limited com-
pared with those of paleoclimatic reconstructions. To the best of our knowledge, this is
the first time that such an extensive range of temporal scales (spanning approximately
eight orders of magnitude) has been assembled and studied for the streamflow process
from both observational records and paleoclimatic reconstructions. This range of scales
and data enables unique insights into the process’s stochastic properties. The analysis also
applied the K-moments [8] for the estimation of the first four moments, which present
some advantages compared with the most commonly used classical (raw or central) or
L-moments [25] estimators.

Additionally, the second-order dependence structure is expressed herein through the
climacogram (i.e., the variance of the averaged process at the scale domain [26]), which is
adjusted for estimation bias as opposed to the commonly used estimators (see definitions
in Beran [27], and comparison among other estimators in [6,7]). Finally, the resulting
model form and parameters (such as the first four K-moments, and the fractal and Hurst
parameters) are compared with those reported in other studies, where a higher number
of streamflow stations was assessed. Notably, previously published studies used shorter
lengths, a smaller range of scales, and lower resolution.

The manuscript is organized as follows: Section 2 presents the applied methodology
focusing on the marginal and second-order dependence structure metrics; Section 3 contains
the results; and Section 4, which precedes the conclusions, discusses their usefulness at
operational and research levels.
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2. Methodology

A common task in stochastic analyses is the estimation of the second-order dependence
structure of a geophysical process from sample series of different scales (e.g., hourly,
monthly, or annual). After performing a non-linear transformation in order to diminish the
effect of double periodicity of the geophysical process on the dependence structure, this
task becomes easy for a white-noise correlation structure (i.e., assumption of independent
increments of the process) and by assuming a single distribution function, because it
requires only to transform all samples to the largest scale among them, and then simply
merge them as if they were drawn from a single sample of the process. However, in the
presence of long-range dependence—a dominant attribute of geophysical processes—this
task becomes challenging and cannot be accomplished with such naive procedures. The
second-order dependence structure of a process from samples of different scales can be
estimated more robustly through the variance (adjusted for bias) in the scale domain (where
the variance of the averaged process vs. time scale is called the climacogram) rather than
in other domains (e.g., lag of frequency). Following the proposed methods, we estimated
streamflow’s fractal and long-range dependence behaviour more accurately, assuming
they are not considerably affected by different climatic conditions. We combined records
from sub-hourly scale resolution to paleoclimatic reconstructed time series with annual
resolution. The estimated scales ranged from minutes to hundreds of years; thus, they were
used to extend the range of streamflow scales used in literature.

2.1. Second-Order Dependence Structure Metrics

For the estimation of the LRD, the climacogram was applied, which is defined as [28]:

γ(k) := var
[∫ k

0
x(y)dy

]
/k2 (1)

where k is the scale in units of time.
For the estimation of the fractal behaviour, the so-called climacogram-based variogram

(or climaco-variogram) was employed, which is simply defined as γ(1) − γ(k) [28].
For the estimation of both the LRD and the fractal behaviours, the climacogram-based

spectrum (CBS, or climacospectrum)) was used, defined as [28]:

ψ(k) :=
k(γ(k)− γ(2k))

ln 2
(2)

The estimator of variance for both the above metrics can be expressed as [8,29]:

γ̂(k) =
1

bn/κc

bn/κc

∑
i=1

(
x(κ)i − µ̂

)2
(3)

where κ = k/∆ is the dimensionless scale, ∆ is the time resolution of each sample time
series, bn/κc is the integer part of n/κ, and x(κ)i is the ith element of the averaged sample
of the process at scale κ, i.e.,

x(κ)i =
1
κ

iκ

∑
j=(i−1)κ+1

xj (4)

The statistical bias of the above estimator of the above second-order climacogram,
γ̂(κ∆) at resolution ∆, can be expressed as [8,29]:

E
[
γ̂(κ∆)

]
= γ(κ∆)− γ(bn/κcκ∆) (5)
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For convenience and for the identification of the fractal and Hurst parameter, the
standardized climacogram and CBS are used, i.e., γ̂(k)/γ̂(1) and ψ̂(k)/ψ̂(1), respectively,
where γ̂(1) and γ̂(2) are the sample variances of finer-resolution time series.

Finally, for the appropriate selection of the climacogram model to assess the fractal
behaviour and LRD of the streamflow process, we selected an expression that combines
both behaviours, i.e., [28,29]:

γ(k) =
λ

(1 + (k/a)2M)
(1−H)/M

(6)

where λ is the variance of the process, a is a scale parameter in units of the scale k, M is
the dimensionless fractal parameter indicative of the roughness (M < 0.5) or smoothness
(M > 0.5) of the fine scales (whereas the case M = 0.5 corresponds to the absence of fractal
behaviour), and H is the Hurst parameter, indicative of the strength of the LRD (i.e.,
for 0.5 < H < 1, whereas the case H = 0.5 corresponds to a white-noise behaviour, and
0 < H < 0.5 to an anti-persistence behaviour ).

2.2. Marginal Structure Metrics

It has been shown that the high-order moments (i.e., skewness, kurtosis and beyond)
indicate the process’s intermittence and tail behaviour [29]. However, the preservation of
additional moments (beyond the fourth) can further contribute to the simulation of the
marginal structure and joint probability distributions for the second-order statistics of de-
manding engineering applications (e.g., at hourly resolution [30]), such as streamflow [31].
Here, comparing the results of the global-scale analysis conducted by Dimitriadis et al. [6],
we assessed the behaviour of the marginal structure of streamflow through the first four
moments (i.e., mean, variance, skewness, and kurtosis) of the examined sample time series.
Specifically, we applied the unbiased estimators of the standardized classical central (C-)
moments, as well as the corresponding knowable (K-) moments, which are shown to be
invariant, homogeneous and approximately unbiased even for high orders (as compared
with the classical moments), and can incorporate the joint effect between the marginal and
the second-order dependence structure of a process (as compared with the well-known
L-moments; [10]), thus enabling more reliable estimations from data [8].

Here, we used a version of the K-moments, called hyper-central K-moments, which
present several additional advantages in model fitting and inference from data, and are
defined as (see definitions, discussion, and abundant applications in [8,32]):

K+
pq := (p− q + 1)E

[
(2F(x)− 1)p−q(x− µ)q

]
(7)

for p ≥ q, where p and q reflect the order of the estimation, x is the stochastic process of
interest with marginal probability distribution F(x), and µ is the process mean.

The hyper-central moments, estimated from the central K-moments, are defined as:

Kpq := (p− q + 1)E
[
(F(x))p−q(x− µ)q

]
(8)

For example, the hyper-central K-skewness and K-kurtosis can be defined through the
hyper- and central K-moments as:

S =
K+

32
K+

22
= 2

K32

K22
− 2 (9)

and

K =
K+

42
K+

22
= 4

K42

K22
− 6

K32

K22
+ 3 (10)
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The sample estimator of the central K-moments, approximately adjusted for bias, can
be expressed as:

K̂p2 =
n

n− 1

n

∑
i=p

p− 1
n

Γ(n− p + 2)
Γ(n)

Γ(i)
Γ(i− p + 2)

(x(i:n) − µ̂)2 (11)

where n is the length of the sample, µ̂ = ∑n
i=1 xi/n is the estimator of the mean, and x(i:n)

is the observed sample rearranged in ascending order.

2.3. Global-Scale Data Extraction and Processing

The analysed streamflow dataset included both measured and reconstructed data
(paleoclimatic reconstructions) with high-quality and 0% missing values. The latter ex-
panded the range of analysis by incorporating more information. Datasets are described in
Table 1, where the number of monitoring stations and period of observation are presented.
In addition, Figure 1 illustrates the differences among the examined time series.

Table 1. Summary of used datasets for the stochastic analysis.

Number
of Stations

Temporal
Resolution

Total Record
Values/Station Time Period Location Type Database

Swiss dataset 39 10 min 2.3 × 106 1974–2017 Switzerland Stations Hyperlink
Missouri paleoclimatic
reconstruction dataset 55 Annual 533 1473–2005 Missouri river

basin, USA Reconstructions Hyperlink

Sacramento
reconstruction

timeseries
1 Annual 1077 901–1977 Sacramento

River, USA Reconstruction Hyperlink
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Figure 1. The reconstructed streamflow time series at Sacramento from 901 to 1977 (in 10× hm3/year
and of annual resolution), the reconstructed streamflow time series from the Missouri database
from 1473 to 2005 (with ID 6278300, in 10−2× hm3/year and of annual resolution) and the 6th
streamflow recorded time series from the Swiss database ranging from 1974 to 2017 (in hm3/year
and of aggregated monthly resolution).

The paleoclimatic reconstruction dataset has an annual temporal resolution encom-
passing 55 minimally regulated stations within the Missouri River catchment in the USA.
The reconstruction relies on canonical correlation and tree-ring-based analyses [33], and in
total, 533 years were retrieved following this methodology (access in: https://www.ncei.

Hyperlink
Hyperlink
Hyperlink
https://www.ncei.noaa.gov/access/paleo-search/study/19520
https://www.ncei.noaa.gov/access/paleo-search/study/19520
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noaa.gov/access/paleo-search/study/19520, accessed on 10 May 2022). The catchment
area ranges from around 4 to 13,000 km2.

The updated Sacramento time series reconstructs 1077 years (from 901 to 1977)
based on tree-ring chronologies [34,35]. The reconstructed streamflow consists of four
gauges: (i) Sacramento River at Bend Bridge; (ii) Feather River inflow to Lake Oroville;
(iii) Yuba River at Smartville; and (iv) American River inflow to Folsom Lake (access
in: https://www.ncei.noaa.gov/pub/data/paleo/treering/reconstructions/california/
sacramento-flow-cdwr.txt, accessed on 10 May 2022).

The Swiss streamflow data were requested from the Federal Office for the Environ-
ment (FOEN; access in: https://www.bafu.admin.ch/bafu/en/home/topics/water.html,
accessed on 10 May 2022). In total, 39 gauging stations were considered and filtered by
minimizing anthropogenic effects and encompassing a wide range of catchment charac-
teristics. Indeed, the streamflow is not altered by urban areas or regulated by lakes. The
monitoring time ranges from 1974 to 2017 (with a minimum number of 20 years), and the
catchment areas are small to medium-sized.

3. Results

The first four moments from both databases are depicted and compared in Figures 2 and 3.
The cloud data from the analysis performed in [6] (where over 10 million data values from
over 1500 stations are assessed) are also plotted in Figures 2 and 3, for comparison of
the behaviour of different temporal scales (i.e., annual and 10 min scales vs. hourly and
daily scales).
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Specifically, the data cloud of the mean vs. the standard deviation is depicted in
Figure 2, where the latter was estimated through the classical estimator. The information
drawn from the joint behaviour of these two is of high scientific interest and can also be
found useful at operational levels (e.g., in an engineering design), where usually only the
mean value can be robustly estimated due to limited data. Similar interest is generated
when observing the skewness and kurtosis, as shown in Figure 3. It is noted that in this
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time series with the largest standard deviation value is omitted, which was causing a large
residual value compared to the total sum of residuals between the model and data-values;
see circled value in Figure 2), and k = 3.4 s1.7 (R2 = 0.97) when all values are included and
k = 2.9 s1.8 (R2 = 0.97) when the 15 reconstructed time series with the smallest skewness
values below 1.2 are omitted (see circled values in Figure 3).
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resolution, denoted as Swiss) and for the paleoclimatic reconstructions (annual time series, denoted
as Paleo. Rec.).

The information drawn from the first two moments could be representative and sensitive
to the river geometry (e.g., small/large rivers mainly generate low/high-magnitude stream-
flows) or catchment size (e.g., small/large catchment sizes tend to generate lower/higher
streamflow coefficients of variation) or climatic conditions at the location of the recording
station (e.g., low/high precipitation intensity may cause small/large variabilities, depend-
ing on the soil moisture and air humidity conditions). However, the information drawn
from the skewness vs. kurtosis is indicative of the heaviness of the tail of the marginal
structure of streamflow. For example, one may observe that several values of skewness and
kurtosis of the paleoclimatic reconstructions are very low compared with the rest of the
values and datasets. This is mainly caused by the fact that these time series are at an annual
aggregation scale, which means that their tails are closer to Gaussianity.

Notably, classical moments beyond the second are unknowable, and their estimations
can be misleading for small (or even extensive) time series lengths [8,32]. For a more robust
analysis, one may implement the L-moments (see estimations in [6]). However, the latter
do not consider the impact of the dependence structure, which in the case of a strong
LRD behaviour is non-negligible. To acquire the latter effect, the so-called knowable (K-)
moments were introduced by Koutsoyiannis [32]. Figure 4 shows them for the examined
time series of all datasets. Similar power-law behaviour is observed, with a negligible
difference between the 10 min discrete and the annual aggregated scale, between the
K-skewness (S) and K-kurtosis (K), by omitting the 15 reconstructed time series with the
smallest K-skewness below 0.6 (see circled values in Figure 4), i.e., K = 2.3 S0.3 (R2 = 0.90; the
linear trendline, i.e., K = 0.6 S + 1.7, achieves a higher R2 = 0.93, but may not be considered
physically consistent). Again, the aggregated reconstructed time series are expected to
deviate from the rest of the data cloud and approach Gaussianity.
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Figure 4. K-skewness vs. K-kurtosis of streamflow time series from the analysis by Dimitriadis
et al. [6] (daily and hourly resolution, denoted as Global), for the Swiss dataset (10 min resolution,
denoted as Swiss), and for the paleoclimatic reconstructions (annual resolution, denoted as Paleo. Rec.).

To estimate the second-order dependence structure through the variance vs. scale, we
expressed all-time series to the smallest available scale of the data; here, it was the 10 min
scale. Therefore, the time series from the paleoclimatic reconstructions, which are at an
annual aggregated scale, are transformed into a 10 min scale by dividing each value of the
climacogram of each time series by n2, where n = 365 × 24 × 6 is approximately the total
number of 10 min in one year.

Subsequently, we constructed the climacograms, climaco-variograms and CBSs for
all the time series of the Swiss stations and the paleoclimatic reconstructions, so that
their expected values were estimated, adapting for bias, as explained in the previous
section. Furthermore, all the above mean climacograms, climaco-variograms and CBSs were
standardized (i.e., divided by their first value); for example, the mean climacograms for all
scales and from both time series of the Swiss stations and the paleoclimatic reconstructions
are divided by the average variance of their time series. Notably, only 90% of the available
scales were depicted and used for model fitting, since estimations of variance from samples
with fewer than 10 values are considered unreliable and misleading [7].

For illustration purposes, and in order to combine all the available scales from both
sources (i.e., streamflow stations and paleoclimatic reconstructions), we adjusted the mean
climacogram of the Swiss database to that of the paleoclimatic reconstructions at the annual
scale (Figures 5 and 6), by multiplying the latter with a coefficient so that both mean
climacograms and mean climaco-variograms of the paleoclimatic reconstructions had equal
values at the annual scale of the adapted for bias model.

Finally, for comparison of the LRD and fractal behaviours with the global-scale analysis
in [6], we show the differences through the mean CBS (Figure 7) where, to focus only on
these two behaviours, the adjustment between the Swiss and paleoclimatic datasets is
employed at the model’s climatic scale. Interestingly, we observe that both analyses exhibit
similar asymptotic behaviours. In fact, the differences between the fractal and Hurst
parameters of the Swiss dataset (approximately M = 0.8 and H = 0.8) and the global-scale
analysis of hourly resolution datasets (M = 0.78 and H = 0.78; [6]) are considered small.
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Figure 5. The mean standardized climacogram for the analysis by Dimitriadis et al. [6] (daily and
hourly resolution), for the Swiss dataset (10 min resolution) and for the paleoclimatic reconstructions
(annual resolution).
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Figure 6. The mean standardized climaco-variogram for the analysis by Dimitriadis et al. [6] (daily
and hourly resolution), for the Swiss dataset (10 min resolution) and for the paleoclimatic reconstruc-
tions (annual resolution).

Notably, for the fitting of Equation (6) at the climacogram and climaco-variogram, the
scale parameter is estimated as a = 21 h. Additionally, the fitting of the model described in
Equation (6) is considered adequate, with the exception of the intermediate drop in variance
at the medium scales (see the difference when adjusting at the model’s climacogram and
observed climacogram of the Swiss dataset), a phenomenon which is consistent with the
rest of the literature (e.g., see discussion in [7] and results from the global-scale analysis
in [6]). To capture this drop at the intermediate scales, a more sophisticated model is
required, with additional parameters (see such examples in [7,8]).

As an overall observation of the results of the current analysis, the stochastic sim-
ilarities are apparent in both the marginal (in terms of the first four moments) and the
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(second-order) dependence structure (in terms of the climacogram-based metrics). Practical
implications of these and comparisons with those from the literature are further discussed
in the next section.
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Figure 7. The mean standardized CBS for the analysis by Dimitriadis et al. [6] (daily and hourly
resolution), for the Swiss dataset (10 min resolution) and for the paleoclimatic reconstructions
(annual resolution).

4. Discussion

To estimate the strength of the LRD behaviour (known as the long-term persistence or
Hurst phenomenon) of the streamflow process for scales related to engineering applications,
we used time series based on paleoclimatic reconstructions with several hundreds of years
of record lengths. The Hurst parameter was estimated approximately as H = 0.8 from
the mean climacogram, which is indicative of a strong LRD behaviour (i.e., H >> 0.5).
This is in agreement with the existent literature [3,5,6,31,36–39], where (a) the timeseries
were recorded through stage–discharge measurements and not based on paleoclimatic
reconstructions, (b) shorter lengths of time series were used to estimate the Hurst parameter,
and (c) the selected estimators were either not adapted for bias, or not evaluated through
the scale domain (but rather by the classical autocovariance-based metrics of the lag or
frequency domains) or were based on the estimation of a single (or only a few) streamflow
time series. An example of a practical application of the estimation of the LRD behaviour is
when synthetic time series are required in areas where only short-length streamflow records
are available. A typical misconception in stochastic hydrology is to provide synthetic
time series that only preserve the statistical characteristics of an observed short-length
sample. The LRD behaviour can affect all temporal scales; therefore, it is suggested that any
prediction method [37,40,41] preserves the Hurst parameter evaluated from the current (or
similar) analysis, and not the one estimated from shorter-length records.

For the fractal behaviour of the streamflow, records with a temporal resolution in the
order of minutes were considered. The fractal parameter was estimated approximately
as M = 0.8 from the mean climaco-variogram, which is consistent with the existing lit-
erature [6,31]. In fact, Vavoulogiannis et al. [31] estimated the fractal parameter from
hourly-resolution timeseries as M = 0.72. All these results are indicative of a smooth be-
haviour (i.e., M > 0.5) rather than a rough behaviour (i.e., M < 0.5), which is the dominant
rule for the rest key hydrological-cycle processes at hourly scale (i.e., precipitation, wind
speed, air temperature, atmospheric pressure, humidity and dew-point) and turbulent
processes [6,29]. It is also interesting to recall that in the global-scale analysis [6], the
fractal behaviour of streamflow was characterized as slightly rough for the daily resolution



Hydrology 2022, 9, 126 11 of 14

datasets (i.e., M = 0.43 < 0.5), whereas for the hourly resolution time series, the fractal
parameter was estimated as M = 0.78. The latter can be justified by the fact that for larger
temporal scales, the fractal behaviour of a process is expected to be absent (i.e., M = 0.5)
and to reveal its nature (i.e., smooth or rough) only at smaller scales.

An additionally interesting result of the current analysis is the similarities and agree-
ment depicted among the first four marginal moments and the different datasets. Despite
the different nature, climatic conditions and scale of the reconstructed time series, their
marginal structure—as quantified through the mean and standard deviation as well as
the skewness and kurtosis—is similar to the hourly and daily-scale analysis conducted by
Dimitriadis et al. [6]. This result can be useful, for instance, in regionalization analyses or
when it is not possible to robustly estimate one of the marginal moments from a sample.
In the case of a short-length sample, the estimation uncertainty of the mean value may be
found to be small, but that of the standard deviation can be larger. In such a scenario, one
may use the suggested power-law expression to estimate the standard deviation based on
the mean.

Moreover, the provided overall data cloud from all datasets can be used to perform
a first empirical check of a new (short or long) time series and assess whether its sample
moments fall into these data clouds. If its moment values do not fall into these data clouds,
it does not necessarily mean that the data are erroneous, although it could be an indication
that more careful analyses are required.

Additionally, because the new data analysed in this work also fell into the data cloud
of the first four marginal moments, it was concluded that the Pareto–Burr–Feller probability
distribution function can also be selected as a potential candidate for fitting, following the
same stochastic hierarchy among the other key hydrological-cycle processes (as described
in [6]). An important remark is that when LRD is present and explicitly preserved, the first
four moments can capture a vast range of scales of a synthetic time series (see discussion,
algorithms and applications in [28,29]). Additionally, in an analysis of any range of scales
or related to extremes, more moments may need to be preserved (see discussion, algorithms
and applications in [8,30,42]), or even additional attributes related to streamflow [43].

Finally, it is useful to note that the values within the data cloud of the skewness–kurtosis
estimated from the K-moments (see Figure 4) form a single cluster (which can be accurately
described by a power-law function), whether the skewness–kurtosis data cloud estimated
from the central moments (see Figure 3) presents two power-law-type behaviours (i.e., one
for small skewness records and one for larger records). By closely observing the lowest
skewness–kurtosis value in Figure 3, we see that it originated from the Sacramento paleo-
climatic reconstruction, which consists of 1077 values, whereas the other reconstructions
consist of more than 500 values. However, the estimation of skewness and kurtosis through
the K-moments for the specific reconstructed time series is not separated from the rest
values of the data cloud. This can be justified by the fact that the K-moments present more
advantages than central (or raw or even L, and other types of) moments, resulting in more
robust estimations, even in longer records and in processes that exhibit LRD behaviour
(see extended analysis and examples in the studies by Koutsoyiannis [8,32], while the
L-skewness vs. L-kurtosis graph for the global-scale analysis can be viewed in [6]).

An additional useful remark from this study is that one may argue that if additional
records will be available in the future with longer lengths or finer resolutions, then a re-
evaluation of the Hurst and fractal parameters, respectively, would be possible. Although
this is true (and we should always highlight the need for additional, finer resolution
and longer records), the current analysis can set a foundation for studies related to flood
management, where even for flash floods and for the larger return period of 1000 years, the
results of the current analysis can be assumed adequate for a risk assessment. The latter
can also be used to infer flood variability from fine temporal scales (e.g., minute, hourly
and daily) to multi-centennial temporal scales.
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5. Conclusions

Streamflow time series (from observational records and paleoclimatic reconstructions,
forming a unique range of temporal scales of the order of minutes to hundreds of years)
were analysed to determine the stochastic properties of the process. Results showed that
the streamflow process is smooth at small scales, i.e., characterized, on average, by a fractal
parameter of M = 0.8, and strongly persistent at large scales, i.e., characterized by long-
range dependence with a parameter H = 0.8. Furthermore, the first four statistical moments
(estimated from classic and K-moments) determine a useful relationship for operational
and scientific practices. In particular, it was found that a power-law function can fit
observations following a common stochastic behaviour. The latter leads to concluding
that the Pareto–Burr–Feller probability distribution function, which is found to be a good
candidate distribution for various hydrological-cycle processes in the literature, can also
describe well these streamflow datasets.

Overall, these results complement previous studies on the stochastic structure of
streamflow by significantly extending the empirical evidence from minute to centennial
scales. They strengthen the hypothesis that the multi-scale streamflow process can generally
be characterized by a Pareto–Burr–Feller marginal distribution and an HK-type depen-
dence model, with the specific parameters determined by the local hydrometeorological
processes and geophysical conditions. The identified common stochastic structure can be
useful to support estimation at sites with limited data and serve as a basis for streamflow
regionalization analyses. Furthermore, this study paves the way for the construction of a
stochastic model for streamflow based on a common structure validated on a global spatial
scale and a temporal scale ranging from minutes to centuries.
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T.I., S.M. and D.K.; formal analysis, A.P., T.I. and P.D.; writing—original draft preparation, A.P. and
P.D.; writing—review and editing, A.P., P.D., T.I., S.M. and D.K.; visualization, A.P., T.I. and P.D.;
supervision, S.M. and D.K.; funding acquisition, S.M. and D.K. All authors have read and agreed to
the published version of the manuscript.
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the European Union (European Social Fund; ESF) by the Operational Programme Human Resources
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