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[TpoAoyoc

Mpadw autdv tov TpoAoyo Alyeg LOVO NUEPEG TIPLV TTAPOUCLACW TNV SUMAWUOTIKNA HOU £pyooia —
napadofo, (owg, Ha Kol KATWE aVapeVOUEeVo. NMpwTa To Tagidt, LeTtd n adrynor tou. To tagidt pou
WG TTPOTITUXLOKA doltNTpla otn ZXoAn MoAltikwy Mnxavikwy tou EBvikol Metooflou MoAuteyveiou
telelwvel edw, PHE AUTH TNV avaokomnon mou Sev Ba pmopouce va eival timota GAAo amo pa
ekbNAwon evyvwpooLVNE 6 OAOUE 6GOUC CUVERAAQV yLO QUTO.

Apxika, 8a nbela va euxaplotiow wdlaitepa tov k. Avépéa Euotpatiadn, Avanminpwtny Kabnyntn
E.M.M, yla tnv enipAen tng moapovoog SIMAWHATIKAG epyaciag. To €pyo Tou «YAPONOMEAZ», avolée
yla €Qéva VEQ LOVOTIATLA Kol HoU £8wae TNV gukatplo vo cUVOUAOW TO YVWOTIKO QVTIKELUEVO TTOU
onoubalw HE TNV OYATN KOV ylO TOV TpoypapUatiopd. Etol, amo tnv mpwtn b€a HEXpL Kal TNV
OAOKANPWGT) TNG, OL ETLOTNOVLKEG TOU CUUPBOUAEG Kol uTtodeielg e kaBodnynoay, e eVETVEUOQY,
pou €8waoav KivnTpo va cuveyiow va mpoonabw. Ma mavw oo 6Aa otabnke SumAa pou avBpwriva,
Tilotee o€ gpéva akOpa Kot OTav ev TtioTeva eyw N OLa, KATAVONOE TIC PaBUTEPEC LOU OVAYKEG KOl
pe evBappuve akOpA Kol OTLG TTILO SUOKOAEG OTLYUEC.

Eniong, Ba nBeha va suxaplotiow tov Ymoyndlo Abdktopa Oavdacn Znco, ywo TtV TOAUTIUN
ouvelodopad Tou. ALEBeae apkeTd XPOvo yla va pou KaAU el omoladnnote anopla eixa, va BeATIWOEL
NV SUTAWMOTLKA MOV, va e cUUPBOUAEVUOEL Kal ATav tavta SLoBEoLUog va LoLpOoTEL TIC YWWOELC TOU.
TEAOG, POU TapaXWPNOE amAoXepo ta amapaitnto SsSopéva Kal n €peuvnTIK Tou SOUAELA
amotéAeoe pia Baaon yla Tnv mopovoa SIMAWUATLKNA Epyoaoia.

Odeilw eniong éva peydho «euyaplotw» otnv Ap. T{wptliva I0KKM, TIOU HE TIG MIPOTACELG TNG, HE
wlnoe va KAvw Bripato Upoaotd, vo poonadrow MEPLOCOTEPO OVOLYOVTAC VEEC TIOPTEC OTNV Ttopeia
™G SUTAWMATIKAG HoU.

Aev Ba umopoloa va NV w gUXapLOTW OTOUG YOVEIG ou, oL oTtoloL oTEéKovTal mavta SimAa pou, o
KAaBe pou amodaon Kot pou umevBuuilouv OTL MPEMEL Vo KUVNYAW TNV utu)ia Lou, yla Thv omola
dpovrilouv and Tnv mpwtn NUépa t¢ {wng pou. Toug XpwoTtdw KABe pou emtuyia.

TéAog, Ba nBeAa va suxaplotow tnv motdikr pou ¢iAn NikoAéta, e Tnv omolia ta TeAeutaia eikoat
XPOVLOL KUVNYAUE TO OVELPA poG Hadl, aAAd KoL 6Aoug Lou Toug dpidoug mou pe umootrpllav 6Aov auto
TOV KaLpO Kal avteéayv va e KoLV va LAGW YLa aUTH TNV SUTAWUATIKN LE EVOOUCLOGUO KOL UTIOLOVI).

KoAloUkou Awkatepivn

ABrva, Maptiog 2025



Abstract

Hybrid renewable energy systems are becoming the norm as regard to electricity grids in Europe and
Greece. However, the combination of renewable sources, conventional units and power storage
components creates highly complicated systems, and, consequently, renders the need for advanced
simulation — optimization tools to support both their planning and management. Building upon
existing methodologies often used in water management problems, namely the network linear
programming context (also referred to as transhipment problem), we attempt to solve the optimal
energy flow problem, respecting the operational rules for all common components of hybrid
renewable systems (solar P/V panels, wind turbines, small hydropower stations, thermal plants,
pumped-storage units). In this vein, we establish a generic framework for calculating the energy
production from each source and its allocation/storage across the grid. Emphasis is given to thermal
unit’s modelling which requires the introduction of an iterative procedure within simulation. The
above are implemented within an integrated tool, called Enerflow, providing all the above features via
a user — friendly graphic user interface. To test the newly developed tool, we apply it to the case of
Sifnos, a Greek island not connected to mainland’s electricity grid which aims to achieve energy
independency until 2030. The outcomes of several simulations are compared and the impacts of
changing basic design variables are examined.



MNepAndn

Ta UBPLSLKA CUCTAHATA OVAVEWGCLUWY TINYWV EVEPYELAG YivovTal o kavovag ooov adopad ota Siktua
NAEKTPLKAG eVEPYELOG oTnV Eupwrnn kat tnv EAAGSa. Qotdc0, 0 GUVSUACHOG OVAVEWGCLUWY TINYWV,
oUMBaTIKWV povadwv Kol otolxelwv amoBrkeuong evépyelog dnpoupyel Ldlaitepa moAUTAOKA
CUOTAMOTA Kal, KATA OUVETELD, KaBlotd avaykoaia tnv Umapfn mponypévwy epyoAelwv
npocopolwong - BeAtioTonoinong yLo TV UNooTHPLEN TOCO ToU CXESLOCUOU 000 Kal TnG Slaxeiplong
TouG. Baollopevol os unmdpyxouoeg PeBoSoAOYlEC TIOU XPNOLUOTIOLOUVTAL CUXVA o€ TpofAnuata
Slaxelplong uSATWY, CUYKEKPLUEVA OTO TTAALOLO TOU SIKTUOKOU YPAUULKOU TIPOYPAUUATIOMOU (TTou
avadEpeTal Kol wg MPOPANUA HeTadPOPTWONG), EMUXELPOUME va EMAUCOULE TO TIPOPBANUA TNG
BEATLOTNG pONG EVEPYELAG, TNPWVTAC TOUG KOVOVEG AElToupylag yia 0Aa ta cuvrnBn otolxeia Twv
UBPLOLKWY CUCTNUATWY OVOVEWCLUWY TiNywv evépyelag (O/B mAaiola, avepoyevwnTpleg, MiKpol
udponAektpikol otaBuol, BepuUikég povadeg, Hovadeg avtAnolotapisuong). Ze autn tn Aoyikh,
SnULoUPYOoU UE €val YEVIKO TTAQILOLO YLOL TOV UTTOAOYLOWUO TNG TOpAYyWYNG EVEPYELAC Ao KABe mnyn Kal
™G Katovopung/amodnkeuong tng oto diktuo. Epdacn Sivetal oTov XELPLOUO TwV BEpUIKWY HOoVAS WV
TIOU QTALTEL TNV ELCAywyN KLag EMavaAnTTikig dtadikaoiag evtog tng mpooopoiwong. Ta mopanavw
vAomolouvtal o €va oAokAnpwuévo epyaleio, To omoio ovopadletal Enerflow, mou mapéxel OAa ta
TIOPOTIAVW XOPAKTNPLOTIKA HEOW €VOC PLALkOU TPoG To Xpnotn ypadikol meplBaiiovrog. MNa va
SOKIUAOOUNE TO gpyaleio ou avamtuxOnke, To epapudloupe otnv Mepimtwon tng Zidvou, evog
eAAnvikoU vnalou mou Sev eival cuvdedePEVO e TO NMELPWTLKO SIKTUO NAEKTPLKNG EVEPYELOC KAL TO
OoTolo OTOXEVUEL va €TITUXEL evepyelakn ovefoptnola €wg 1o 2030. Ta amoteAéopata Twv
TIPOCOUOLWOEWY OUYKpilvovtal, Kol efetalovial oL EMUMTWOELS TNG aAAayng Boolkwv peyeBwv
oxeblaopou.



Exktevnc mepAnyn

H napoloa SMAWUATIKN epyacio oToXeVEL 0TNV AVATTTUEN EVOG AOYLOULIKOU BEATLOTNG TPOCOUOLWONG
POWV EVEPYELAG OE €va UBPLOIKO evepYELOKO cUOTNUA. Mg TOV OpO «POEC EVEPYELAG» EVVOOULE TNV
METADEPOUEVN TIOOOTNTA €VEPYELOG METAfl KOUPBwv mpoodopds kat {Atnong. H PéAtiotn
TiPOoCOoUOlWwoN OTOXEVEL OTN HELWON TOU KOGTOUG, UTIAKOUOVTAG TAVTA O TEXVLKOUG TIEPLOPLOUOUG Kall
TIPOTEPALOTNTEG.

Ta TedeuTaia xpovia N avaykn mapeiodpnong TWV AVOVEWGCLUWY TINYWV EVEPYELOC OTO EVEPYELAKO
MiyHa Jlag xwpog KATEOTN EMTAKTIKOTEPN. H evepyelakr) Kpion tou 2022, andppola YEWTOALTIKWY
e€elifewy, Le KuplOTEPN AUTAV TNG €oBoAng TnG Pwolag otnv Oukpavia, ébepe TOUG TTOALTEG TNC
EUpWwmng avTLUETWITOUG LE UTIEPOYKOUC AoyapLlacous peUpatog. H evepyelakr) aveaptntomnoinon
™G Mpotdg Hieipou eivatl mAéov PovoSdpopoG, KOl KATA CUVETELD TA UPBPLOLKA EVEPYELAKA CUCTHLOTA
amoteAoUV TNV amavinaon.

Ta uBpLdLka cuoTata cuvBwWC ArmoTeAOUVTAL ATIO PiYHO OVAVEWOCLWY TINYWV EVEPYELOG OAAA KalL
pla cupBatiky povada mapaywyng NAEKTpLOpoOU, TIou Asltoupyel wg ededpela 0 MEPLUTTWOELC
eMeippoatog. Ta dwtoBoATalkA, OL AVEUOYEVVATPLEC, KOL TA LKPA USPONAEKTPLKA £pyal ElVaL OTOLXELO
UBpLSIKOU cuoTnuaTtog, apketd dnuodAn ta tedeutaia xpovia. H amoBrikeuon evépyelag amoteAel
adnpLtn avaykn o€ TETOLA CUOTHUATA, HE TNV AVTANOCLOTAUIELUON va AMOTEAEL évav €K TwV TAEOV
Blwolpwv peBodwv dlaxeiplong kal aglomoinong SLaBEoiuwy Topwv.

H glpeaon tn¢ BEATLIOTNG «Sladpopng» tTng evépyelag Baaoiletal otnv AUon tou poPANUATOC SIKTUOKOU
YPOUULKOU TIPOYPAUUATIONOU (avadEpeTal kal wg MpoBAnua petaddptwong), To omoio otoxevel
OTNV EAAXLOTOMOLNGN TOU KOOTOUC LETAPOPAG TTIOCOTNTAC HECW VOC SIKTUOU (Ypddou). H pntpwikn
Slatumwon tou mpoBARuatog ival n akdAoudn:

minimise f(x) = cTx
ETOLWOTEA X X =y
0<x<u

OMoU X TO SLAVUCHA TWV HETADEPOUEVWV TIOOOTNTWY, € TO SLAVUCHA KOOTOUG, A TO UNTPWO
TMPOOTITWONG (OQVTLIPOCWITEUTIKO TNG TomoAoyiag Tou SikTUou), y To Sldvuopa Tpoodopwv Kot
{NTNONC KOl U TO SLAVUCUA XWPNTLKOTATWV.

To Enerflow tpood£pel otov Xprotn éva eUKoAa Katavorolpo ypadko neptBaiiov, oto onoio pmopset
va Snuoupynoet To 8ko6 Tou UPBPLEIKO CUOTNUA OMOTEAOUUEVO QMO ULyUO OTOLXELWV TTApOywYHS
EVEPYELAG. MO OUYKEKPLUEVQ, O XPROTNG ELOAYEL TA BACLKA XAPOKTNPLOTIKA TNG INYNG EVEPYELAG, T
QIMOLTOUHEVO HETEWPOAOYIKA Oedopéva Kal TO AOYLOHLKO UToAoyilel TNV wplala evepyelakn
napaywyn. Mo mopadetypa yia ta pwtoPoATaika mMAAioLa, TIPETIEL VOL ELCAYEL TLE WPLOLEG XPOVOOELPEG
Bepuokpaciag kot aktivoBoAiag, Tov aplBud Twv TAVEA TTOU XpNOLUOTOLoUVTAL, TOV BepuokpaoLakd
OUVTEAEOTN, KoL TOV PEYLoTo Babud anodoonc.

AdoU 0 Xpnotng Kataokeuaoel to SikTuo cuvdEovtag Toug KOUBoug tpoodopdg Kal {NTnong Kot
avaBétovrag pia KaBopLoPEVn TN KOOTOUG TPOTEPALOTNTAC, TO AOYLOULKO Guve)ilel otnv BEATLOTN
npocopolwon. MNa tnv enitevén tng, dnuloupyeital £va elkoVIKO SIKTUO OTo omoio mpootiBetal évag
CUCOWPEUTIKOG KOUPBoc. OAoL ol KOUPoL cuvdéovtal LLE TOV CUCCWPEUTIKO KOUPO HE ELKOVIKEG
TIAPOXETEVUTIKOTNTEG, TTIOU £EQPTWVTOL QO TLG TIUEG {NTNONG KoLl TTPoodopdc. Mo CUYKEKPLUEVA, OTNV
ouvbeon evoc KOUPoU ITNOoNG Le Evav KOUBO poodopdc, N LEYLOTN TTOPOXEVTETIKOTNTA Ba elval ion
ME TNV IATnon, Otav ouvlEetal £vag KOpBo¢ TpoodopdC HE TOV CUCCWPEUTIKO KOUBO n
TIAPOYETEVUTIKOTNTA €lval {on pe TNV mpoodopd Kat, TEAOC, oTnV oUVSeon UeTaty evog koupou INtnong
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JLE TOV CUCOWPEUTLKO KOUPO, N TAPOXETEVUTIKOTNTA LooUTaL e TNV {NThon.

Otav 1o UPBPLOIKO cUCTNUO TIEPLEXEL KOL CUOTNUO OVTANCOTAWIEUONG TPOOTIBETAL AKOUO £vag
ELKOVIKOG KOUPOC, aUTOC TG MePLooelag, OMOU KATAANYOUV OL TIEPLOCEUOUUEVEG TIOOOTNTEG TWV
KOUBwv mpoadopdc (doptio mpog amoppiPn). Méow autol Tou KopBou, «anodaciletal»y av Ba
avtAnBel vepo (6nAadn av Suvatal n anobnkeuon evépyelog) N av Ba adebel vepd amd tov mavw
tapleutnpa (6nAadn av amatteital mapaywyn evépyelag). Eldikotepa, adou ol koppol mpoadopdg
KoaAUPouv kaBe IAtnon, av UmApxel Meplooela, ekeivn peTadEpetal oTov aviiotolxo kopPo. H
neploosla petadpaletal o Oyko vepol Kal epoOoov UTIAPXEL SLaBEaiun XwWPENTIKOTNTA OTOV VW
TopLEUT PO Kal SlaB£oio amoBepa oTov KATW, 0 OYKOG VEPOU OVTAELTOL KOL N TIEPlOOELN EVEPYELAG
£xel MA€ov amoBnkeutel. Av Sgv UTIAPXEL TIEPLOOELO EVEPYELAC, TO CUOTNUA TAULEUTAPWY AEITOUPYEL
w¢ KOUPog mpoodopdg, adol LW MpwTa eAeyxBouv Ta amoBEpata VEpOU Kal n avTioToLXn EVEPYELD
Tou propel va mapaxBel. Me Bdaon to elkoviko 6ikTuo, yivetal n BEATIOTN Tpocopoiwaon, B€tovTag Tig
UETOPANTEG EAEyXOU O€ KABE XPOVIKO Brua.

Is there a deficit?

.

Is thermal unit
already open?

Do nothing,
continue with
calculating optimal

You l N flows

Is Is it
itthe the first time
last time step that the thermal unit
of thermal unit's is opened?
operation?

Is there
enough close
time?

Extend
operation
time No

Go back and
~—| open more
units

Is there
enough time
between open time and
current time
step?

p——Ves

Do I need
more units to

cover the
deficit?
Yes

Go back
and open
more units

Go back
open more

ko
open time open time

Ewova 1: Awaypauua porg dtadikaoioc Asttoupylog Feputkwv povadwy.

H mpoobnkn plog ocuppatikng yevwwniplag (m.y., Bepuiky povada) wg ededpeia oto clvotnua,
TIEPUTAEKEL QPKETA TO POPANUA. H cuppatikr povada amaltel KATOLEG WPEG LA TNV EVEPYOTIOLN O
TNG KAl TPETEL VOl TNPELTOL UTIOXPEWTIKA £VaG EAAXLOTOC XPOVOC TIOU TIPETEL VAl Ttapaeivel KAELOTH.



JUVETWG, OL £AeyXOL TIOU TIPEMEL va yivouv elval moAAol kol n akoAouBeital pia eMavaAnmTkn
Sladikaotia. H mopela mou akolouBeital, anodibetal oto Stdypappa pong tng Ewkovac 1.

To vnot tng Zidvou cuvIoTd €va eUOTOXO KOL AVTUTPOCWIIEUTIKO TTAPASeLyLa UBPLOLKOU EVEPYELOKOU
ouotnuaroc. EkteAwvrtag Sltadopeg mpooopuolwaoelg oL Zisos et al. (2023) mpodtewvav éva cloTNUO
QTOTEAOUEVO OO TECOEPELG AVELOYEVVATPLEG LoxVog 2,4 MW, dwTtoBoAtakwy Kal éva cloThuo
aVTANCOTApIELONE ATOTEAOUEVO OO évay Avw TOLEVTAPA, XWwpNTLkOThTaC tepimou 315 000 m3, pe
Vv BdAaocoa va tailel Tov pOAo TOU KATW TAULEUTAPA. ME TO CUYKEKPLUEVO CUOTNUA ELvVOL EPLKTA N
amoBnKeLoN EVEPYELAC, OVTAWVTOG VEPO A0 TOV KATW TOULEUTHPA KoL alprVOVTaC VEPO A0 TOV AVW
TopLleuTpa o€ eplodoug eAAelppatog. To mapadelypa tng Zidvou mPooouolwBnKe He Kal XwpLg Tnv
mapoucia Twv evweéa povadwyv cUPBATIKAG NYNG evépyetag 1,2 MW n kaBe pia.

JuyKplvovTag Ta QIMOTEAECUOTO TWV TIPOCOUOLWOEWVY HE Bepuikn povada Kol xwpig PAEmou e OtTL n
agloniotia avavetal anod to 90% oto 100% kal eival aloonelwTo To Yeyovog OTL Ta amoBEata Twv
TOULEUTPWV OTNV 8eUTepN TiepimTwon Kupaivovtal o UPNASTEPEG TIUES, KABWG oL BEPULKEG LOVASEC
AelToupyolV TEPLOCOTEPO AMO 000 Xpeldletol (AOYw TWwV AELTOUPYLKWV TEPLOPLOUWY TOUC) Kal
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1. Introduction

1.1 Incentive

Renewable energy is becoming increasingly popular nowadays, following the trend towards
decarbonisation. In this context, it is essential that the suitable computational tools are available to
support decision-making, in the context of planning and management studies, thus making this
transition as effective as possible. As the peculiarities of renewable energy, conventional power
sources and energy storage elements introduce complexity, we need a generic and robust
methodological framework to handle them. For this thesis we relied on water management tools, by
attempting to adjust this knowledge to energy systems.

1.2 Research Objectives

This thesis delineates its primary research objectives as follows:

e Present the main components of a hybrid renewable energy systems and their operational
rules;

e Analyse how each component contributes to energy production, taking into account
meteorological data and technical features;

e Align the utilization of conventional units to an HRES with respect to their operational
constraints;

e Solve the optimal energy flow allocation problem across renewable energy networks;

e Merge all the above into one executable software, herein called Enerflow;

e Apply the aforementioned into a real case study;

e Suggest other sustainable alternatives.

1.3 Thesis Outline

This thesis is divided into eight chapters.
The first chapter aims to introduce the reader to the main subject, incentive and outline of the thesis.

The second chapter gives a description of hybrid renewable energy systems and their components,
but also an overview of their integration in Greece’s electricity mix.

Chapter three provides a brief bibliographic overview of optimal energy flow simulation throughout
the years.

The fourth chapter sets the foundations of the simulation context and explains the methodological
background of the transshipment problem.

The fifth chapter introduces the reader to the simulation framework under development, explaining
analytically every step until problem’s solution.
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In the sixth chapter, the user is introduced to Enerflow and gets familiar with its user interface.
In the seventh chapter, Enerflow is used for the under-scope case study of Sifnos island.

The eighth chapter includes simulation’s results with and without the thermal unit as a back-up, as
well as experiments with different parameters.

The final chapter is a summary of the thesis’ conclusions and gives future perspectives of this research.
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2.Overview of hybrid energy systems

2.1 Insight on renewable energy in Europe and Greece

The global energy landscape is currently undergoing a profound transformation as nations strive to
combat climate change, reduce carbon emissions and enhance energy security. In 2022, Russia’s
invasion of Ukraine, highlighted the need to reduce Russian fuel imports, as a major consequence of
the war was the energy crisis; energy and gas prices skyrocketed making electricity bills a nightmare
for most Europeans.

The European Green Deal along with the policies such as the Renewable Energy Directives (RED Il and
RED Ill) and Greece’s law 4951/2022 and 5037/2023 come as an answer, reflecting an urgent
commitment to accelerate the deployment of renewable energy sources (RES). However, while solar,
wind and other renewables offer sustainable and clean energy solutions, they also present challenges
related to intermittency, grid stability and energy storage.

To bridge this gap, hybrid renewable energy systems (HRES) have emerged as a promising approach,
combining multiple renewable sources with energy storage technologies to ensure reliability and
efficiency. Yet, the effectiveness of these systems depends on precise coordination, making energy
flows’ simulation a crucial technological advancement. Without an effective simulation, even the most
advanced hybrid systems risk inefficiencies, power imbalances and wasted energy potential.

200m |

2015-S1 2018-81 2017-51 2018-81 2019-51 2020-81 2021-51 2022-81

W European Union - 27 countr... [l Euro area (EA11-1999, EA.

Figure 2.1 Electricity prices across European Union (Eurostat)

In in an attempt to alleviate the energy sector pressures induced by the armed conflict, the
REPowerEU plan, launched in May 2022, aims to help EU to become energy independent. For a fact,
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EU gas imports coming from Russia were reduced from 45% to 15% over the years 2021 — 2023 and
energy prices have been stabilised at a sufficient level. Since 2022, almost 96 GW of new solar energy
was installed, the wind capacity increased by 33 GW, and 46% of electricity now comes from
renewables (European Commission).

Renewable electricily generation, European Union (27)
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Data source: Energy Institute - Statistical Review of World Energy (2024) OurWorldinData.org/renewable-energy | CC BY

Note: 'Other renewables’ refers to renewable sources including geothermal, biomass, waste, wave and tidal. Traditional biomass is not
included.

Figure 2.2 Renewable energy generation at European Union (Our World in Data)

For many years, Greece’s primary source of electric power was lignite, whereas natural gas and oil
played a significant role in the country’s energy mix. However, in order to comply with EU’s new laws
and regulations, Greece managed to exploit its abundance of solar radiation and large wind power
potential as well as the large number of hydroelectric plants.

Electricity Mix of Greece
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80
70 m— Net Imports
60 m Other
50 I Bioenergy
- I Solar
E 40 — Wind
30 — Hydro
20 i Nuclear
Ol
10
——— Gas
0 — Coal
1990 1993 1996 1999 2002 2005 2008 2011 2014 2017 2020 s i3
Year

Figure 2.3 Electricity mix in Greece (Vlachogiannis, 2024)
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More specifically, according to IPTO (Independent Power Transmission Operator) 2023 was a record
year for renewable energy in Greece. The 57% of the energy mix consisted of solar, wind and
hydroelectric power, which marks a 7% increase compared to the previous year’s data. More
specifically, solar energy reached 9.4 TWh which accounted to 19% of energy production, whereas
wind energy reached 10.9 TWh (22% of production). Hydropower, at 3.9 TWh contributed 7.8% at the
energy mix, while, on the other hand, lignite-powered production decreased by 73% in the last 5 years.

2.2 Hybrid energy systems

When the question of how the mankind will continue to live a comfortable life, benefiting from
technological advances and ensuring secure and affordable electricity is posed, hybrid energy systems
are the answer. While being extremely popular in the recent years, another step forward has been
taken, by making their creation and operation part of regulations for a respected number of countries
around the world.

A hybrid energy system can be considered as a mix of at least one renewable energy source, such as
wind, solar, hydropower and a back-up generator (e.g., thermal units) to ensure energy autonomy in
case of emergency. The following sections provide a brief overview of each possible component of an
HRES.

2.2.1 Wind Turbines

Wind is the result of air movement from the higher to the lower pressure areas. Wind turbines utilize
this wind speed transforming the kinetic power into mechanical. The power efficiency of a wind
turbine depends on various wind power system components (such as turbine blades, shaft bearings
and gear train, the generator and power electronics) and cannot exceed the Betz limit (59.3%). For a
specific turbine, a nomograph called power curve is given by the manufacturer, which depicts the
turbine’s efficiency, and both cut-it and cut-out speeds. The usual wind speeds to be harnessed range
between 2 m/s and 25 m/s.

Wind

Direction Generator Anemometer

Blades

Nacelle Wind vane

Yaw motor High-speed shaft

Tower —

Figure 2.4 Wind turbine components (Energy Education)
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2.2.2 Photovoltaics

The solar radiation received at the top of the Earth's atmosphere above a horizontal surface is called
extraterrestrial (solar) radiation, R, and is expressed in W/m?2. Photovoltaic (or solar) panels exploit
this radiation to produce electrical energy due to the photovoltaic effect, discovered in the year 1839
by Becquerel. Becquerel observed that while an electrode is exposed to light, its electric voltage
increases. However, it took over a century until the operation of the first photovoltaic station in 1983.
Solar panel efficiency continues to grow (with a remarkable increase of 15% from 1990) and depends
on both the photovoltaic cell efficiency, and the total panel efficiency (panel size and color of
protective backsheet, etc.)

Solar energy has undergone significant expansion in Greece, during the last years. In 2007, the total
installed capacity was at 2 MW, this number escalated to 199 MW by 2010 and further proliferated,
attaining 3,288 MW in 2020. By 2023, this number doubled reaching 6,369 MW. This expansion is
highly reflected in Greece’s electricity mix, with solar power constituting 12.4% of total electricity
generation, e.g. 6.50 TWh.
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Figure 2.5 Inside a photovoltaic cell (U.S Energy Administration)

2.2.3 Small Hydropower Plants (SHPP)

To define a hydroelectric plant as small, the installed power capacity of the turbines must be under a
certain limit, determined by national legislation, commonly between 10 to 30 MW. In Greece, the
capacity cannot exceed the limit of 15 MW whereas this limit can vary considerably globally, for
example in Canada, New Zealand and China the limit is 50 MW.

One can subdivide SHPPs into the following categories based on their utilization. First, the “storage
facility” SHPPs which are mainly settled downstream of large dams to exploit the environmental flow.
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Secondly, the most-used “run-off-river” plants that utilize the streamflow as it arrives and lastly, the
“in-stream” plants that are rarely used and exploit the streamflow velocity to produce electric energy.

While in large hydropower plants, turbines usually operate under the nominal efficiency, that is not
the case for SHPPs. With that in mind, hydroturbines’ selection is of utmost importance. Hydroturbines
can be classified into two categories based on the criterion of how the water is guided to the turbine.
First, the impulse turbines (e.g., Pelton wheels) take advantage of the kinetic energy that strikes the
buckets to rotate. The second category, reaction turbines (e.g., Francis) operate under pressure and
exploit both pressure and kinetic energy.

intake weir and

containing turbine
and generator

Figure 2.6 Typical layout of a run-off river plant (A. Efstratiadis, G.-K. Sakki & A. Zisos, Small hydropower plants)

2.2.4 Pumped Hydropower Storage (PHPS)

While large — scale storage of electricity in its raw form is unfeasible, its conversion to other forms of
energy which can be stored and later reconverted to electricity is a common practice. The concept of
electrical energy storage (EES) is more relevant today than ever, especially in the context of the energy
crisis the world experiences. Typical instances of energy storage comprise battery energy storage
systems (BESS), recognised as the most rapidly responsive dispatchable power source on electric grids,
along with other power — to — gas technologies that transform surplus electricity into a more easily
stored chemical form (with hydrogen one of the most popular ones). Currently, pumped hydropower
storage (PHS, PHPS) is one of the most prevalent technologies in large — scale systems because of its
high reliability and adaptability. The primary principles of EES consist of charging during low —demand
periods and letting water flow through turbines to meet peak demand and they consist of multiple
technologies with different characteristic in terms of efficiency, while a key problem related to time
scale arises.

PHPSs can be classified into two main categories, the open loop systems that are connected to a
natural water system, where the lower reservoir is connected to a river, and the closed loop systems
that include both upper and lower reservoirs. The PHPS system can exploit excess electricity from
other energy sources and reserve it for periods of increased demand. The main component is a pump
hydro turbine or reversible pump turbine, operating as pumps during charging to transfer water from
the lower to the higher reservoir, and as turbines when hydropower generation is required.
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2.2.5 Conventional energy sources

Since renewable energy production is not only intermittent, but also inherits the uncertainties induced
by natural processes (i.e., wind speed, solar radiation), it is necessary to integrate a conventional
energy source to the hybrid system which will operate to meet the energy demand when necessary.
Conventional energy is a form of non-renewable energy obtained from irreversible and depleting
natural reservoirs that contain natural gas, fossil fuels, petroleum oil, coal or nuclear energy (Journal
of Cleaner Production, 2021). Usual conventional sources include natural gas, coal and oil.

In Greece, lignite — fired power plants were the backbone of the country’s electricity generation for
decades. The need, however, to reduce carbon emissions forced the country to plan complete
abandonment of lignite by 2028. Qil — fired power plants, play a significant role to ensure islands’
electricity, as most of them are not yet connected to mainland’s electricity grid.

2.3 Layout and operation

A typical layout of a hybrid energy system is presented in the figure below. Wind turbines and solar
panels offer their produced energy to meet the demand goal. When this is not possible, water flows
from the upper reservoir to the lower one, producing energy and if the demand is unmet, a back-up
biogas generator covers the deficit. If on the other hand, there is energy abundancy, this surplus
energy is used to pump water from the lower to upper reservoir.

Upper reservoir

PV array
DC/AC i
Pumping

_i_ ‘_, Generating Head
| .| Control Unit

&

l Pipe/Pentsok
Generator/motor

Purnpfturblnar,

o -

Biogas generator Lower reservoir

Figure 2.7 Typical layout of an HRES
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2.4 Hybrid energy systems in Greece

The need of hybrid energy systems is largely pronounced in Greek islands, where residents often
experience high fuel costs due to additional shipping expenses. According to Hellenic Organization of
Tourism there are 227 inhabited islands in Greece. The Greek non-interconnected islands consist of
29 island systems, mainly located in the Aegean Sea (Zafeiratou & Spataru, 2019). Non-Interconnected
Islands (Nlls) are the islands of the Greek territory whose Electricity Distribution Network is not
connected to the Transmission System or the Distribution Network of the mainland.

Contrary to the rather increased fuel and oil costs for the Greek islands, their high wind and solar
potential enables them to target energy independency based on renewable energy sources. The
European Commission’s initiative “30 renewable islands for 2030” includes 6 Greek islands (Astypalaia,
Megisti, Ikaria, Psara, Lesvos, Tilos). These islands will receive assistance aiming to a carbon — free
energy system.

2.4.1 Astypalaia HRES

Astypalaia is a Greek island of 1,376 residents located in the southeastern Aegean Sea. Its hybrid
energy system is currently under construction and includes two phases. The first one consists of:

e Photovoltaics of 3.5 MW total nominal power
e Battery arrays of 10 MWh
e Qil station as backup

The first phase is to cover 60% of electricity demand, whereas the second one will reach 80% coverage.

2.4.2 lkaria HRES

Ikaria is an island in the eastern Aegean with a population of 10,175 inhabitants (Hellenic Statistical
Authority, 2021). Its hybrid energy system, “Naeras” is one of the two hybrid energy systems in Europe
that combine hydraulic and wind energy. Its components are:

¢ A wind turbine park located on the hill “Stravokoudoura”, including three wind turbines with 900
kW nominal power each.

¢ A small hydroelectric station with a turbine of 1.05 MW, exploiting the surplus water of the “Pezi”
dam’s reservoir, after ensuring that the water city’s water supply needs and the environmental flow
are met.

¢ A small hydroelectric station with two turbines of 3.1 MW total power, exploiting the surplus water
of the pumped water storage.

¢ A pumped water storage consisting of two tanks of 80,000 m3 volume each located in “Proespera”
and “Kato Proespera” respectively, and a 910,000 m3 volume reservoir in “Pezi”.

e Pump station in “Kato Proespera” consisting of twelve-250 kW pumps.

2.4.3 Tilos HRES

Tilos is a small island with a population of 899 inhabitants (Hellenic Statistical Authority, 2021). Its
hybrid energy system, which is a result of a Horizon 2020 project, started functioning in 2019 and
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consists of the following components:

¢ A wind turbine of 800 kW nominal power
¢ Photovoltaics of 160 kW nominal power
¢ Inverters of 20 kW nominal power

¢ Battery arrays of 2.8 MWh power
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3. Literature review

3.1 Optimal energy flow

Since the early 1960s, the optimal energy flow problem (often referred to as optimal power flow
problem — OPF) has been a fundamental component of power system optimization. It aims to identify
the most effective way to generate power while both reducing operational losses or expenses and
satisfying network constraints. Solving this problem, seems challenging due to the non-linear nature
of the equations involved.

French researcher John Carpentier was the first to introduce OPF when he tried to frame the problem
as a mathematical optimization one. His theoretical work attempted to consider of several constraints,
such as voltage limits, power balance and generator capabilities. However, there are no practical
applications due to the lack of sufficient computational tools during that period (Carpentier, 1985).

Based on Carpentier’s work, H.W. Dommel and W.F. Tinney created an iterative progress by
introducing Quadratic Programming techniques and consequently enhancing computational
feasibility in 1968. Tinney, who previously innovated sparce matrix techniques for power flow analysis,
played a crucial role in OPF solutions for real world systems (Dommel and Tinney, 1968).

In the 1970s, the research advanced thanks to O. Alsac and B. Stott, who introduced a numerical
technique. More specifically, by using the Newton-Raphson method, they managed to enhance
precision and convergence speed. Their work remains one of the most popular, even nowadays, as
many modern solvers are based on it (Alsac and Stott, 1974).

Remarkable progress was made during 1980s and 1990s, with the integration of mathematical
programming methods from the family of operations research, such as Linear Programming (LP),
Quadratic Programming (QP) and Non - Linear Programming (NLP). While LP and QP reached great
computing efficiency, they were based on many approximations, thus reducing precision. On the other
hand, NLP was more accurate in depicting AC flow model, requiring, however, more processing power.
Another significant advancement of these decades was the Interior Point Method (IPM), which solved
the problem even in large scale systems.

With the start of the new century, metaheuristic and evolutionary algorithms surfaced as an
alternative solution. Genetic Algorithms (GA), Particle Swarm Optimization (PSO), Ant Colony
Optimization (ACO) and Differential Evolution (DE) gained popularity because of their ability to
address more intricate problems regarding the free electricity market.

With the arrival of the Renewable Energy Sources (RES), came new issues mainly related to uncertainty
and variability. This resulted in the emergence of stochastic methods that use probabilistic models to
address fluctuations in renewable supply while ensuring system viability in worst case scenarios. These
methodologies facilitated the efficient operation of power systems despite significant uncertainty, an
essential criterion for contemporary energy grids.

In recent years, machine learning and artificial intelligence techniques are becoming a part of OPF
problem solving. Deep learning models, reinforcement learning, and hybrid optimization techniques
have been employed to forecast system behavior, enhance control strategies, and expedite OPF
computations.
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3.2 Simulation tools

As the popularity of hybrid renewable energy systems grows, simulation tools are of paramount
importance, to both resemble the system and management decision making. A notable tool is HOMER
(Hybrid Optimization Model for Multiple Energy Resources). The model was originally developed in
1993 as part of NREL Village Power Program. In 1997, it was rewritten in C++ to run on Windows PCs
instead of Unix workstations running specialized optimization software. In 2000, a major upgrade was
initiated to give the HOMER model the capability to model grid-connected systems. In 2004, that
capability was expanded to include time-of-day and seasonal rates, avoided emissions, and improved
handling of multiple generators. The user interface continues to improve with automated retrieval of
resource data from the Web, simplified inputs, and HTML and XML export reports (The HOMER®
Micropower Optimization Model). While using HOMER, the user inputs the cost and technical
characteristics of the renewable source, daily and monthly load profile, also performing repeated
optimizations, when required.
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Figure 3.1 HOMER software (www.homerenergy.com)

Another well-known tool is Distributed Energy Resources Customer Adoption Model (DER-CAM).
Designed in 2000 by researchers at Lawrence Berkeley National Laboratory, DER-CAM is a decision
support framework with main goal to achieve optimal, cost-effective energy planning either
concerning buildings or multi-energy grids. It solves the problem using mixed-integer linear program
(MILP), unlike most models that use non-linear formulations. The key inputs consist of hourly load
profiles, fuel costs, operating costs, the nature of the grid as well as the site’s topology. When it comes
to outputs, user gets the optimal selection and placement of distributed energy resources, total cost
and carbon emissions.
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4. Mathematical background

In this chapter, we provide a brief explanation of the methodological background, which sets the
foundation for our simulation framework.

4.1 Basic concepts

4.1.1 Definition of a system

The system is defined as a set of independent elements characterized by (Mays & Tung, 1992):

e Aboundary that determines whether the element belongs to the system or the environment.
e Interactions with the environment (inputs-impulses, outputs-responses).
e Relationships between the elements and the inputs and outputs.

A system can be static, if its loading conditions refer to a specific time or, generally, when its function
does not have a time reference, or dynamic, when the loading conditions or even the characteristics
of the system change over time.

4.1.2 Computational simulation process

Simulation is the generic technique of representing the operation of a dynamic system as it evolves in
time (Winston, 1994). As a rule, simulation refers to discrete time steps rather than continuous time.
A simulation model is a set of assumptions about the dynamic operation of the system, expressed
through mathematical or logical relationships and usually encoded in a programming language.

4.1.3 The transshipment problem

The transshipment problem is an application of operations research, derived from graph theory
(Smith, 1982). A graph is a mathematical entity, defined as a set consisting of ordered pairs of points.
Any graph can be represented in the form (N, A), where N is a set of points called nodes, and A is a
set of ordered pairs called arcs or edges. A digraph is a graph whose edges are oriented in direction,
while a network is a graph whose elements (nodes and arcs) are assigned certain properties.

The topology of a graph consisting of n nodes and m edges is mathematically described by then X m
incidence matrix, with values a;j = 1 if the direction is from node i to edge J, a;j = —1if the direction
is inverse, and a;j = 0, if there is no connection between node i and edge k.

In the transshipment problem, the following assumptions are made:

e total supply equals total demand

e at each node, the total incoming quantity equals the total outgoing minus the consumed
(continuity equation)

e at each edge j, the quantity transferred x; is positive and cannot exceed the conveyance
capacity, u;.
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In case the first requirement is not satisfied, a virtual (dummy) node is considered, which absorbs the
excess supply. In this way, the condition is:

n
Zyi=0 4.1

i=1

where y; is the value of demand or supply at node i, with a positive or negative sign, respectively. The
continuity equation is written in the form:

|:aill alm] [xll |:y1]
anl anm xm yTL 4-2

where a;; is the element (i, j) of the incidence register, where i is the index of the node and j is the
index of the interconnected edge. Finally, the capacity constraints are written in the form:

0 9 uy
O <72 <™ 4.3

Assuming at each arc j a unit transport cost, ¢; , the distribution of supply y; over the m edges of the
network, i.e. the calculation of the transported quantities x; , is formulated as a linear programming
problem (more precisely, network linear programming, NLP) with a cost function:

m

f(‘xll '-"xm) = Z ijj 44

j=1

The matrix formulation of the NLP problem is:

minimise f(x) = c’x
s.t.Ax=y

0<x=<u 45

where x is the control variables’ vector (e.g. the quantities to be transferred), c is the cost price vector,
A is the incidence register, y is the supply and demand vector, 0 the zero vector and lastly, u is the
capacity vector.

We remark that since the incidence matrix A has a very simple, and at the same time sparse, structure
(its elements are -1, 1 and 0), the NLP problem may be solved through specific algorithms, i.e. the
network simplex method, that are significantly faster than conventional approaches, namely the well-
known simplex method for generic linear optimization problems.

4.2 Using NLP within water resource systems analysis

The network structure of water resource systems enables the development of models based on the
network linear programming context. As explained, NLP has a particular mathematical formulation,
which can provide much faster solutions than general linear programming models do.
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Models based on NLP have been used in a variety of water resources planning and management
applications. For example, Kuczera (1989) introduced a multiperiod optimization scheme, where the
boundary conditions between adjacent periods are taken into account through the use of virtual
carryover arcs. However, the variety of network LP schemes (e.g., Graham et al., 1986; Labadie, 1995;
Fredericks et al., 1998; Dai and Labadie, 2001) are essentially simulation models, performing static
optimisation for a single time period to find the least cost flow allocation through network-type water
systems. The optimization is based either on real economic criteria or on artificial costs, which are
assigned to preserve water rights and water use priorities.

NLP is also implemented within the decision support system “Hydronomeas”, as an elegant method
for handling the step-by-step simulation procedure as a transhipment problem. The methodological
framework of Hydronomeas follows the parameterization-simulation-optimization approach,
comprising stochastic simulation, network linear optimization for the representation of water fluxes,
and multicriteria global optimization, ensuring best-compromise decision-making. Its generic context
is set by Koutsoyiannis et al. (2003), while Efstratiadis et al. (2004) focus to the formulation of the NLP
problem, and its application to the raw water supply system of the city of Athens. Details are provided
in the documentation report of the software (Efstratiadis et al., 2007). A characteristic screenshot of
Hydronomeas’ interface illustrating the Alfeios hydrosystem is shown in Figure 4.1.

The key elements of the NLP methodology within Hydronomeas are transferred to the optimal energy
flow allocation problem, after essential adaptations and improvements. Chapter 5 explains the
conceptual framework and the associate computational procedure, while Chapter 6 introduces the
Enerflow tool, which implements the NLP equivalent in hybrid renewable energy systems.
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Figure 4.1 Example of network type schematization of Alfeios hydrosystem within Hydronomeas (Kolioukou et al., 2024)
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5.Simulation framework for energy flow allocation

In this research, we attempt to give a solution to energy flow allocation problems, inspired by the
theoretical background of Hydronomeas, namely the use of NLP within simulations. As explained in
Chapter 4, the aforementioned method is often used to water management problems, in this case we
adjust it and its parameters to be applicable for hybrid renewable energy systems.

5.1 Generic context

5.1.1 Problem statement

As inputs of the simulation model, we consider the energy supply as well as the energy demand, the
way supplies and demands are linked, the financial costs of the routes and the priority order that one
must adhere to. The simulation is executed in finite time steps (hourly).

Due to the presence of numerous degrees of freedom, knowing the desired outputs of the reservoirs
and turbines alone is insufficient to determine all the decision variables within the system, such as the
actual outputs and their distribution across the network (flows). This situation arises when at least
one of the following conditions is met:

¢ the transfer of outflows from sources to consumption is not straightforward, as there are
alternative routes available, often with varying costs;

¢ there are multiple conflicting objectives that need to be fulfilled simultaneously;

¢ the total demand exceeds the total available water supply.

With the above taken into consideration, we determine that we must deal with linear programming
problems which can be formulated in a specific form called transshipment problem.

5.1.2 The virtual digraph system

Let us consider a simple energy supply - demand system. The aim is to represent the decision variables
of the mathematical model of the system by means of an ideal digraph, so that they all correspond to
the control variables of a transshipment problem. Since the digraph preserves the topology of the real
system, a formulation of the problem is sought that guarantees the satisfaction of the basic
requirements, ensuring the optimal distribution of available resources to the individual components.
This is done by defining appropriate supply and demand values at the nodes, and appropriate capacity
and unit cost values at edges. The cost must be positive, i.e., it must reflect a penalty, and negative
when a supply is imposed to satisfy a demand.

A virtual cumulative (dummy) node is introduced into the model, where the energy that is either
consumed or rejected at the nodes is conveyed. This node is set so that the constraints of the
transshipment problem are valid, particularly the global continuity equation (i.e. total supply equal to
total demand).

5.1.3 Calculation of unit costs model

The way in which unit cost values are determined constitutes an extremely important and original
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aspect of the mathematical framework developed, as it ensures that the three requirements set out
in 4.1.3 are met. According to these, the allocation of water resources in the water system must
ensure, in the following order of priority:

1. strict adherence to natural constraints.
2. hierarchical satisfaction of objectives and operational constraints.
3. minimizing the cost of transporting outputs from sources to consumption sites.

For this reason, the variables of the model, as assigned to the network edges, are grouped into four
levels of importance, so that the unit cost (in absolute value) of each branch belonging to level k
exceeds the cumulative cost of the branches of all previous categories, i.e.:

n(k)

lc|K] = Z|cj| +e 4.1
j=1

where ¢; the unit cost of edge j, n(k) is the number of edges ranked up to the k level of significance,
and ¢ is a small, positive value. A direct consequence of 4.1 is both the independent minimization of
the total cost of each class and the priority minimization of cost values belonging to higher classes.

5.1.4 Defining the capacity vector

The elements of vector u, i.e. the conveyance capacities of the edges, correspond to either real or
virtual quantities. The former refers to physical constraints of the network. The others express desired
quantities, such as the current node demand.

5.1.5 Time steps result

After solving the problem, the optimized variables x, i.e. the flows of the digraph’s edge, are assigned
to the variables of the real components of the system. With the simulated time step variables known,
it is examined whether the objectives and constraints of the system are satisfied. If the desired value
of a goal is not achieved, then a failure is recorded in the current time step.

5.2 Estimating the energy production of each component

Before forming the energy flow allocation problem, it is crucial to estimate the energy production by
all HRES components, which will be next the supply flow input. We remark that while the simulation
problem handles inflows as known quantities, in real-world cases, the actual energy production of
each component cannot be perfectly known a priori (only predicted). Nevertheless, this is a common
assumption of all kinds of simulation approaches across a wide range of systems analysis problem:s.

The procedure for each component type is described below.

5.2.1 Solar power

The efficiency of a solar panel is determined by the photovoltaic cell efficiency, depending on the cell
design and silicon type and the total panel efficiency, based on the cell layout, configuration, panel
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size etc. The latter is measured under Standard Test Conditions (STC), based on a cell temperature of
25°C, solar irradiance of 1000 W/m? and air mass of 1.5, for 2.74 hours. Exposure of the photovoltaic
cells to temperatures that exceed the STC one results in a decrease in efficiency and is described by
applying a power temperature coefficient (%/°C).

The hourly power production is calculated according to the following formula:

P = N et RA P
hourly — mln[nnom panel» nom] 52
nom

where N is the number of solar panels, n,; is the adjusted PV efficiency against temperature effects,
Npom IS the nominal efficiency, R (W/m?) is the solar radiation and T (° C) is the ambient temperature,
Apaner is the PV area, and B, is the nominal power, which is achieved under the STCs.

The adjusted PV efficiency against temperature effects is being calculated by the following formula:

Nactual = Mnom — ar * max(T — 25,0) 53

where ar is the power temperature coefficient.

The relationship between solar radiation and power output is typically considered linear and is
described in the following figure. For solar radiation values exceeding 1000 W/ m?, the module
produces its nominal power.

With the above being said the user has to input the following data:

e Hourly solar radiation (W/ m?) time series
e Hourly Temperature time series

e Nominal P provided by the manufacturer
o Nominal efficiency

e The power temperature coefficient, ar

e The area of the panel, Apanel

e The number of panels, N

300
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Power (W)

100

4
50 /
0o &

0 250 500 750 1000 1250 1500

Solar radiation (W/m?)

Figure 5.1 A typical power — solar radiation curve of PV panels (Efstratiadis et al., 2024)
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5.2.2 Wind power

To calculate the wind power produced one needs the power curve of the wind turbine as well as the
wind speed time series.

However, the wind speed has to be modified due to the height difference between the anemometer,
where it is typically measured, and the wind turbine hub. To estimate the mean wind speed u, at a
height z,, based on a known value u, at a height z;, the formula used is:

Uz In (i_z)

"

5.4

where z, is the roughness length, a corrective measure to account for friction effects to wind flow due
to terrain obstacles.

The power curve is a nomograph, revealing the relationship between wind speed (m/s) and the
electrical power (kW), providing useful information about the cut—in and cut—out speeds, and the
nominal power. A typical power curve is presented in the figure below:
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Figure 5.2 A typical power curve of wind turbines (Efstratiadis et al., 2024).

The user has to input the following data:

e Turbine’s power curve (provided by the manufacturer)
e  Wind speed (m/s) time series

e Turbine's tower height (m)

e Anemometer elevation from ground level (m)

e Surface roughness parameter

5.2.3 Small Hydropower Plants

To estimate the energy produced from a small hydropower plant we need its characteristics and the
inflows. Assuming two turbines of power capacity, P; and P, of specific type, the input data should
consist of:
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= Streamflow time series at the intake, g, after subtracting environmental flows.
=  Gross head, Hg

= Total efficiency, n(q/qmax), expressed as function of rated discharge
* Minimum discharge for energy production q; i, (typically, 10 —30% of q; yqx)

The maximum (nominal) discharge of each turbine is given by:

P

- 5.5
Y ni,max hn

qdimax =

where 7; may is the total efficiency at the maximum discharge, which depends on the turbine type, y
is the specific weight of water (9.81 kN/m?3) and h,, is the net head, i.e. the gross head reduced by the
hydraulic losses h; .

Hydraulic losses include friction ones across the penstock, as well as local losses. For given discharge,
Q and pipe diameter D, we calculate flow velocity as follows:

4Q
V= 7 5.6

By using the Darcy — Weisbach formula, we get the energy gradient J across the pipe:
J=f—=— 5.7

where f is a friction factor estimated by the Colebrook — White equation:

1 £ 2.51
— = —2log + 5.8

JF 37D " Rey[f

VD, . . .
where Re = —is the Reynolds number and /D is the relative roughness, € is the absolute roughness

of the specific pipe and v is the kinematic viscosity of water, function of temperature. For example,
forT=25°C,v=1.1*10%m?/s.

To estimate f we follow an iterative procedure, by defining an initial estimate for f and redefining it
until convergence is achieved.

The friction losses, are given by:

hr = fL 80° 5.9
f=f gD5 :
The minimum discharge of each turbine is expressed as ration of the maximum one:
.= 0.0
ql,mm Lquax 5.10

The flow passing through the first turbine is given by:
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qdr1 = min(Q: ‘h,max) 511

If ¢ > q1,max then the surplus flow passing through the second turbine is:

qr = min(q —d4qr1, QZ,max) 5.12

The hydraulic losses and thus the net head, h,,, are estimated as a function of the total discharge
qr1 + g2, which is diverted to the turbines.

For qr; < Qimin, the turbine is set out of operation while when qr; > q; min the energy produced by
each turbine is:

E; =n(qr1) v qr1 hy At

5.13
Thus, the volume exploited by each turbine is given by:
Vo= { 0, Qri < Qimin 514
" Qridt, Qri = Qimin '

The analytical formula for turbine efficiency ny as function of rated discharge, q/qmax. is given by:

a

4 _ ¢

nr= Npmp+| 1-(1- Qm1a+9 (Mimax — Nmin) 5.15

Where 1,4, Nymin are the upper and lower efficiency values within the feasible flow range,
0 = Qmin/%max » @nd a, b are shape parameters.

The most used turbine types that are applied in SHPPs are Pelton and Francis and their parameters
are given in Table 5.1.

Table 5.1 Characteristic properties of Pelton and Francis turbine types

Pelton Francis
0 0.10 0.15
Nmin 0.78 0.33
Nmax 0.89 0.93
a 1.0 0.78
b 8.0 3.11

Even though the streamflow data is often given on daily scale, the optimal energy flow should be
calculated on an hourly step, given the fact that energy demand changes dramatically throughout the
day. To adapt the daily data to hourly we assume that each hour the streamflow is:

qdaily
Qhourlty = 7 5.16
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It is deduced that; the order in which the turbines will operate plays a pivotal role to the total energy
produced. For this reason, the software executes an optimization to choose which turbine should be
the first to achieve greatest performance rates.

5.2.4 Pumped Hydropower Storage Systems

PHPS systems are able to both produce and store energy in means of water, depending on whether
there are energy deficits or surpluses, thus the storage’s time series is dependent on the other
production components and is a result of a simulation.

The conventional PHPS system consists of two reservoirs, the capacities and geometries of which are
user’s inputs. Moreover, the height of the intakes, the efficiencies of the turbine and pump, the

percentage of hydraulic losses, are necessary to estimate the energy produced, or stored, in terms of
water being pumped to the upper reservoir.

Z Hydraulic
I losses, h;
Net head

h, =Az—h;

Generation
efficiency 1,
Energy production: E = y n; V(Az - hy)

Hydraulic
== losses AH

Pumping
efficiency 1,
‘nergy consumption: E = y V(Az + hy)/np

Figure 5.3 PHS system’s energy consumption and production (Efstratiadis et al., 2024)

In this respect, we calculate the energy produced or stored given the water volumes flowing through
the turbines or pumps, respectively, as given below:

E = V. Az —h
prod Y Mg prod( L) 517

where 7 the turbine’s efficiency, V,,.,q the water volume flowing through the turbines, and h,, =
Az — hy,, the net head.

%4 4z + hy)
Econs =V PP . L 5.18
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where 7np the turbine’s efficiency, Vyump the water volume pumped, and h, = Az +h;, the
manometric head.

5.2.5 Conventional units

This software allows users to add a conventional source of electricity, to ensure every demand is met
when required. As mentioned before, the integration of conventional units to our system, raises
several challenges related to its operation. The user has to determine the profile of the conventional
unit included in the system.

5.3 Configuration of energy flow allocation as transshipment problem

As previously mentioned, solving the transshipment problem requires the definition of vectors ¢ and
u, both of which deriving from user inputs.

In the case of a demand node, the user must specify the priority in which the demand must be
satisfied, while when they add an energy source to the simulation model, they should also specify its
actual hourly cost. The virtual costs depend on real costs and priorities and are calculated in the virtual
system phase.

5.4 The virtual system

While the user creates a visual, true system consisting of RES, demand nodes and interconnectivity,
Enerflow creates a virtual system to solve the transshipment problem mentioned in chapter 4.1.3.
Subsequently, user inputs are used to create the problem’s vectors A, u, y, c. The problem’s nature
changes rapidly when a PHS system is integrated into the system because the energy produced or
stored directly affects the optimal allocation of energy flows.

First, a dummy node is imported to the virtual system as outlined in section Error! Reference source
not found.. Once supply and demand nodes are connected to the dummy node, topology matrix A4, is
created. Dummy node is essential, because it collects all the supplies and demands, maintaining the
balance and ensuring the inflows are equal to outflows.

In the figure below, one can see the true elements of a network and their connections, once dummy
node is added.

It is deduced that edges that link supply nodes and demand nodes with dummy are not the same and
cannot carry the same quantities, but this is explained analytically when defining the vectors.
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DEMAND

v
DUMMY NODE

Figure 5.4 Example of a virtual network

5.4.1 Creating virtual system’s vectors

After the virtual graph and the topology matrix are created, we continue by defining the vectors
essential for the solution of the problem as referred to in chapter 4. Vector y is created first and
depends on supply and demand values. The procedure is as follows:

=  For each supply, the correspondent value is assigned to y
= For each demand, 0 is assigned to y
= To dummy node, the negative sum of the previous values is assigned to y

Vector u pertains to edges rather than the nodes and signifies their capacity. Most specifically, given
supply and demand values for each step, we create u after we divide edges to either true or virtual.
True edges are created by the user and represent physical connection between suppliers and
demands. Consequently, their capacity is defined by physical constraints of the system.

Virtual edges are those connecting supplies and demands to dummy node and their capacity is the
supply and demand values respectively.

Finally, ¢ represents costs and for true edges is the real cost input by user, and for virtual edges
connecting supplies to dummy is 0 , whereas for those connecting demands to dummy given by:

-1
C]' = . 5.19
priority,

where ¢; the cost of virtual link j connecting the demand node i to the dummy one and priority; is
the priority set by the user, according which the demand has to be satisfied.

As long as all the variables needed are created, we use a linear solver and find the optimal x, so as to
minimize the cost as described in equation 4.5.

5.4.2 Hybrid energy system with PHS system

As mentioned previously, the ability to store water (and consequently energy) alters significantly the
nature of the problem since producing energy can cover the deficits, whereas, on the other hand,
pumping water, i.e. storing energy, can cover potential future deficits.
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Figure 5.5 User created hybrid energy system with PHS

For this reason, the problem variables are dependent on previous energy flows given that water
storage changes.

Until this case, the virtual depiction of an energy component coincided with the real one. However,
we choose to interpret the two reservoirs of the PHS system as one node. To determine energy flows
we only need the upper and lower storages, whereas water flowing through the turbines producing
energy and water pumped is an internal process and its detailed estimation is of no need for the
specific problem.

A notable modification involves introducing an additional virtual node into the system, referred to as
surplus node. This node is designed to accumulate the excess energy generated by the supply nodes,
in order to be utilized by pumping water, if technically feasible. To achieve this, all supplies are
connected to surplus node, while the latter is linked to both the PHS system and the dummy node, as
shown in Figure 5.6.

SUPPLY 1 SUPPLY 2

SURPLUS NODE

PHS SYSTEM

v
DUMMY NODE

Figure 5.6 Virtual system including surplus and dummy nodes
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Table 5.2 Vectory

Node i Vi
Supply Supply value
Demand 0
PHS system Potential energy produced
Surplus 0
n-1
Dummy Z Vi
i=0

To accommodate the new virtual system’s needs, all the variable vectors require updating. First,
vector y, that corresponds to supply and demand needs to each node, alters as shown in Table 5.2.

We notice that supply, demand and dummy nodes maintain the value mentioned in section 5.4.1,
whereas PHS system node is assigned its potential energy supply as referred to in equation 5.77.

Creating the capacity vector u, we establish the fundamental rules for the operation of the PHS
system. Once again, we divide the edges in categories based on the nodes they connect. True edges
still represent the true connections input by the user. However, if the edge connects the PHS system
to demand node, the correspondent u value is given by:

u; = min (potential energy produced, demand) .

Nevertheless, if the edges are virtual (i.e., connecting true nodes with virtual ones) the following cases
are identified. To begin with, virtual nodes that connect supplies to surplus are limited to transferring
at most their respective supply values at each time step. If, on the other hand, the edge connects
surplus node to PHS system node u value is given by:

u; = max ((min (Z supply,potential energy consumed) ,0) £ 21

It is important to highlight that both the energy production and energy consumption values that are
mentioned in equations 5.20, 5.21 are the potential ones, i.e. the energy that the two reservoirs can
produce or consume based on their water storages and are estimated as given in equations 5.77and
5.18. For the edge connecting PHS system to dummy, the transferred value is:

u; = potential energy prod + min (2 supply,potential energy consumed) >0 592

As shown in Table 5.3, vector ¢, is formatted in way that respects the level rules explained in section
5.1.3. More specifically, our virtual system should force energy flows from surplus to PHS system node
and not dummy.
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Table 5.3 Vector u

Edge i u;
True link Demand value
PHS system to . .
demand min(potential energy produced, demand)
Supplies to surplus Supply value

ST max((min(supplies, potential energy consumed),0)

system
PHS system to max((potential energy produced + min(supplies, potential energy
dummy consumed, 0)
Supply to dummy Supply value
Demand to dummy Demand value
Surplus to dummy Z supplies

5.4.3 Introducing thermal units to a hybrid system

The introduction of conventional thermal units enacts significant transformations, as their way of
operating is much more complicated.

Figure 5.7 Hybrid energy system including thermal station

Activating a thermal unit necessitates more than one time step (in this case, hour), thus implying to
follow an iterative procedure. Its usage is based on many administrative rules (such as keeping it open
incessantly) which are established by each country’s legislation.

For thermal units we assume that no such administrative rule exists and activate the unit when
needed, considering the maintenance of mandatory functional regulations. Given the thermal unit’s
operation profile, we can easily estimate the lag and close times, the minimum open time and the
minimum close time.
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Figure 5.8 Flow Chart of thermal unit operation decisions

More particularly, if there is a thermal unit to our system and the energy demand is still not fulfilled,
we proceed to activate as many thermal units as we need:
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N = mi deficit N
- man (max energy production’ totat) 5.22

where N is the number of units needed for the specific deficit, Ny, is the number of units available
and max energy production is the maximum energy a single unit can produce.

After calculating the required number of units to use, we continue to the activation following the flow
diagram of Figure 5.8.

By following the steps explained above, we ensure that:

= There is sufficient close time and if there is not, we keep the thermal unit operational
= |f we need more units activated while already operating on lower power, we return to activate
the maximum units needed from the start

The whole method follows an iterative process, going steps back to both respect thermal constraints
and meet the energy demands and by changing the vector u, by assigning new supply values to
thermal unit, instead of default zero.

Subsequently, the process remains as before, by formatting the costs in a way that activating thermal

units will be the last action, after trying to cover the demands from the RES supplies, or the PHS
system.
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6. Development of Enerflow

Enerflow is a software aiming to provide the user with an easy, user - friendly environment able to
both simulate hybrid energy systems and calculate the optimal energy flows to achieve the minimum
cost with respect to other parameters (such as the prioritization of demand nodes), based on solving
the abovementioned transshipment problem. It was developed in Python and is an executable app,
thus being compatible with various systems.

6.1 Enerflow’s user interface

To make Enerflow an easy, user-friendly software, we developed an understandable and simple
graphic user interface (GUI). The starting screen appearing on our computer is seen below:

@ Add Node
& Add Supply
® Add Demand
o Link Nodes
= Add Solar Panels
22 add Wind Turbines

& Addshep

gl AddHPS System

Add thermal System
&) save Network
|:|_1 Load Network

P Run

[ Show Energy Table

Figure 6.1 Starting screen of Enerflow

On the left side are the components to be used. Simple nodes, solar panels, wind turbines, SHHPs, PHS
systems, thermal units as well as the option to assign a demand or a supply time series to each node.
On the right side, we see the surface in which we can design our true HRES. The user can create the
connections between real nodes, by clicking on “Link Nodes” button. They can also save their network
or load an already existing one by clicking on the corresponding buttons.
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Confirm

< Link Nodes ‘
-:C:J:- Add Solar Panels
= . .
=> Add Wind Turbines .

@ AddSHPP

Figure 6.2 Link nodes window

By right - clicking on each added component, we can input the essential data for each one. For
example, when solar panels are added we should add the radiation and temperature time series, as
well as the other parameters addressed to, above. The time series should be text files (.txt) and we

can browse them through our computer files.

Node ID:
Priority:
Add nominal n:

Add nominal P:

Add temperature coeficcient:

Add area of panel:

Add number of panels:

Add radiation file

Figure 6.3 Inserting data for solar panels

To start the simulation, i.e. create the virtual system and find the optimal energy flows, we have to
click on “Run” button. Then the virtual network created appears on our screen.
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Virtual Network

LUS

MMY

Figure 6.4 Example of virtual network appearing when running the software

At the end of the simulation, we can choose to present and plot the results in a table by clicking on
“Show Energy Table” button.

Wind Turbine 1 Wind Turbine 2 Wind Turbine 3 Wind Turbine 4
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
3.825576027616773 3.825576027616773 26.55757503673771 26.55757503673771
Select X-axis:
Time step 2
Select Time Step Range:

To:

Select Y-axis:

Time step

Solar

Wind Turbine 1
Wind Turbine 2
Wind Turbine 3
Wind Turbine 4

Figure 6.5 Plotting output data
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7.Case study

7.1 General information

The case study being examined pertains to the island of Sifnos, a small island in the Cycladic complex
with an area of 74 km? and a permanent population of 2,755 inhabitants, while the island attracts up
to 100,000 tourists every summer. Sifnos is traversed by four parallel mountain ranges, with the main
peaks reaching altitudes of 682 m and 463 m.

As Sifnos in a non-interconnected island (NII), locals established the Sifnos Island Cooperative (SIC),
with main purpose to claim the island’s energy independency as electric power is currently produced
by the autonomous local power station consisting of diesel generator at an excessive cost. The annual
electricity demand in Sifnos is about 17.5 GWh while there is a small 1.2 MW wind park and two
photovoltaic parks of 0.203 MW power. According to energy analysis of the island for the year 2023
approximately 2.36 MWh were produced from the established RES (HEDNO, 2023).

7.2 Proposed system outline

Katsaprakakis and Voumvoulakis (2018) performed a preliminary study for Sifnos’ system composed
of wind turbines, solar panels and a pumped-storage system. All the components of the hybrid energy
system are going to be installed in a single site. The upper reservoir of the PHS will be constructed on
a ridge with an altitude of, approximately, 344 m. In this study, excavating a 1,100,000 m? reservoir is
suggested, which is considered to be an enormous work for this size of island.

Zisos et al. (2023) proposed another scenario of a smaller-scale project through optimization with the

reservoir’s capacity being 315,195 m?, four wind turbines (two of 2.3 MW nominal power each and
two of 0.9 MW nominal power each) and 2 MW installed solar power.

7.2.1 Wind turbines

To utilize the available wind energy, we include two different wind turbines, the key characteristics of
which are shown in Table 7.1:

Wind turbine type Enercon E-44 | Enercon E-70 E4
Rated power (kW) 900 2300
Minimum power (kW) 4 2
Cut-in wind speed (m/s) 3 2.5
Rated wind speed (m/s) 16.5 15.0
Cut-out wind speed (m/s) 34.0 34.0
Survival wind speed (m/s) 59.5 -
Tower height (m) 55 113

Table 7.1 Wind turbines’ key characteristics

Moreover, Figure 7.1 and Figure 7.2 depict the manufacturer’s power curves for the two turbine types.
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The input data are given below:

Enercon E-44 Power Curve

5 10 15
Wind speed (m/s)

Figure 7.1 Enercon E-44 power curve

Enercon E-70 Power Curve
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Figure 7.2 Enercon E-70 power curve
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Node ID:

Priority:

Tower height:

Anemometer elevation:
Surface roughness parameter (m): | 0.02

Add V-P curve

Figure 7.3 Input data for Enercon E-44

Node ID:

Priority:

Tower height:

Anemometer elevation:

Surface roughness parameter (m): = 0.02

Add V-P curve

Figure 7.4 Input data for Enercon E-70 E4

The wind time-series are shown below:
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Figure 7.5 Wind speed time series for one month
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7.2.2 Solar panels

The system, as optimized by Zisos et al. (2023), includes 4718 photovoltaics of rated 410 W rated
power and of 1.94 m? panel surface each. The user inputs are seen below:

Mode [D:
Priority:
Add nominal n: 0.211

Add nominal P: 410

Add temperature coeficcient: | 0.004

Add area of panel: 1.94
Add number of panels: 6000

Add radiation file

Figure 7.6 Input data for solar panels

Subsequently, we input the radiation and temperature time series, which are seen below:

700.00
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£ | N o
o nii
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Time step

Radiation (W/m?2)

Figure 7.7 Radiation time series for one month
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Figure 7.8 Temperature time series for one month

7.2.3 Thermal units

Sifnos’ electricity generation currently depends on nine diesel — fuelled generators. The nominal
power is 1,200 kW. For this case study, we ignore the ability of the generators to operate at a lower
power and we open as many as need on their nominal power. The problem of how many and in which
order should open is another optimization/ management product. We also consider a ramp-up time
and ramp-down time equal to three hours and a minimum close time equal to six hours.

48



8. Results

We run the simulation for twenty years, in order to have a more comprehensive view on hybrid
system’s efficiency. We opt for two basic scenarios, one without a back-up oil-fuelled generator and
one where nine units of a conventional generator can link to system to cover for unmet demands. To
complete our study, it is necessary to examine altered parameters and scenarios to achieve a more
thorough and comprehensive picture.

8.1 Energy production outputs

After inputting the essential data for each component, we get the hourly production as an output. The
outputs for wind turbines and solar panels are seen below:
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Figure 8.1 Enercon's E70 energy production
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Figure 8.3 Solar panels' energy production

8.2 Scenario 1: HRES without thermal unit

For this scenario, we create the system being referred to above, without the use of thermal units. In
fact, under these conditions the island of Sifnos will be powered only by renewable energy sources.
The scenario’s main features and simulation results are summarized in the table below:
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Table 8.1 Scenario's 1 results

Scenario 1
Installed Wind Power (MW) 6.4
Installed Solar Power (MW) 2.4
Mean annual energy from renewables (GWh) 19.5
Mean annual energy from PHS (GWh) 5.18
Mean annual energy stored (GWh) 8.2
Mean annual demand (GWh) 15.7
Reliability (%) 90%
Mean annual deficit (GWh) 1.9

Energy mix

m Wind Energy = SolarEnergy = PHS = Deficits

Figure 8.4 Energy mix for scenario 1

As shown, reliability is quite low, given the fact that energy demand must be met at all costs. However,
mean annual deficit is considered small and a light change in RES components can mark a big
difference.

Figure 8.5 depicts the hourly allocation of energy sources and demand throughout a typical month.
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Selected Y-Values vs Time step (Range: 0.0 - 720.0)
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Figure 8.5 Hourly allocation of sources and demand (throughout a month)

Moreover, it is important to represent the upper reservoir’s storage fluctuation throughout the years.
We notice that the PHS system works adequately, as it both stores energy in the form of water in
times of surplus and produces energy, by letting water flow through the turbine in times of deficits.

Day-to-Day Time Series
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150000 - :
| |
100000 -
50000
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Figure 8.6 Daily upper reservoir's storage, scenario 1
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8.3 Scenario 3: HRES with thermal unit

As mentioned before, thermal units are introduced into an HRES as a back-up, and used when the
other sources cannot cover the deficits. After running the simulation for twenty years with the same
data used in Scenario 1, we conclude that thermal unit can cover every deficit, and the reliability

increases to 100%.
Table 8.2 Scenario's 2 results

Scenario 2

Installed Wind Power (MW) 6.4
Installed Solar Power (MW) 2.4
Mean annual energy from renewables (GWh) 19.5
Mean annual energy from PHS (GWh) 5.7
Mean annual energy stored (GWh) 8.7
Mean annual demand (GWh) 15.7
Mean annual energy from thermal unit (GWh) 2.5
Reliability (%) 100%
Mean annual deficit (GWh) 0

Energy mix

HWind mSolar mPHS mThermal

Figure 8.7 Energy mix of Scenario 2

Scenario 2 compared to Scenario 1 is definitely more reliable and safer, however it presupposes that
diesel-fuelled generators are used, with the corresponding consequences as regard to high prices and
environmental issues.
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Selected Y-Values vs Time step (Range: 0.0 - 720.0)
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Figure 8.8 Hourly allocation of sources and demand (throughout a month)

Comparison of Two Reservoirs' Storages
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Figure 8.9 Comparison of two reservoirs

In Figure 8.9, the storages of the upper reservoirs in scenarios 1 and 2 are compared.

One can easily deduce that, while thermal units are integrated into the system, the reservoir keeps its
storage at higher levels. This is since thermal units do not offer the exact energy needed to cover the
shortfall, but operate at a maximum level, and even in times of no deficit in order to ensure that
minimum operating and closing times are kept. As a result, this surplus energy is used to pump and
store water for future utilization.
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8.4 Integration of more wind turbines

With the aim of presenting a sustainable solution without the integration of thermal units, we tested
some alternative scenarios to enhance reliability while maintaining the maximum environmental
sustainability of the energy footprint.

In this scenario, we add one more large wind turbine (of 2.3 MW) to the baseline HRES. The results of
this trial are shown below:

Comparison of Deficits
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Figure 8.10 Deficits at Scenarios 1 and 3
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Selected Y-Values vs Time step (Range: 0.0 - 720.0)
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Figure 8.11 Hourly allocation of sources and demand (throughout a month)

8.5 Experimenting with upper reservoir’s storage capacity

In order to reveal the software’s capabilities, we investigate how the modification of a particular
system component influences the outcomes of the simulation. Thus, we experimented with different
upper reservoir’s storage capacity values, as it is considered a crucial design variable from both a
technical and financial perspective, and the operation or not of the thermal to understand this
variable’s sensitivity. We show the results for both.
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Reliability Without thermal unit = Reliability With thermal unit

Figure 8.12 Reliability - capacity relationship with and without thermal units
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Figure 8.13 Energy produced - capacity relationship with and without thermal units
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Figure 8.14 Energy stored - capacity relationship with and without thermal units

We conclude that by increasing the reservoir’s capacity, the system’s reliability, energy production
and storage increase too. However, the growth rate slows down after 315,195 m?, raising questions
about the viability of a further increase.

It is of great interest to examine the results of the thermal unit’s production. We notice that thermal

production, and consequently the cost, decreases while storage capacity increases, which leads to less
environmental impacts and reduced financial costs.
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9. Conclusions

9.1 Synopsis and conclusions

Triggered by the methodological advances and computational capabilities of Hydronomeas, the aim
of this thesis was to develop a generic methodology and associated software that will simulate the
optimal energy flow across HRES systems of any topology.

Firstly, we introduced the concepts of hybrid renewable energy systems and emphasized on
calculating energy production from each component, with basic inputs to be technical characteristics
and meteorological data. This alone, is a useful tool as computations are done quickly and in an
effective manner.

A breakthrough is the introduction of conventional thermal units to the system which makes the
situation much more complicated as they operate under a variety of technical constraints, such as the
minimum close time, the ramp — up time, the fact that they cannot be instantly connected to the
system but need a few hours to produce energy. All the above are considered and successfully
performed in Enerflow.

Overall, we proceeded to build the optimal energy flow simulation problem under the network linear
programming framework, thus representing all system’s elements as a graph, and defining its
properties by means of vectors, to which dynamic capacities, costs, demands and supplies are
assigned. Under this premise, the optimal distribution of energy flows is estimated by minimizing the
total transhipment cost across the graph.

All background computational procedures were fully automatized within Enerflow, which eventually
allows to export all simulation results in an excel file.

Following this, we tested Enerflow on a real case study of Sifnos, a Greek island aiming to be
completely energy-independent by 2030. The evaluation came across two basic scenarios, i.e. a fully
autonomous configuration, without conventional sources, and a more realistic one, containing diesel
generators. We noticed a large difference in the reliabilities of the two scenarios altering from 90% to
a perfect 100%.

Finally, we investigated alternative scenarios and particularly focused on the behaviour of the system
while modifying the upper reservoir’s capacity. We noticed small differences in terms of reliability
when increasing capacity, event that prompts inquiries over the viability of an additional expansion.

Conclusively, we can state that Enerflow offers a twofold service. First and foremost, it can be used
for the long-term planning of hybrid renewable energy systems and support the design of their critical
infrastructures (e.g. Sifnos’ case). With the basic data available, by means of hydrometeorological and
inputs and power demands, one can experiment with different hybrid system layouts, estimate the
associated costs and benefits, evaluate their reliability etc.

The second service involves the operational problem, namely the optimal allocation of energy fluxes
in the short-term (e.g., day-ahead). In this vein, Enerflow may be used as a prediction tool, providing
valid forecasting of energy surpluses and deficits, thus making renewable energy management more
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efficient and easier. In this vein, Enerflow should get its inputs by forecasting systems (for the weather
and the energy demand), and provide updated predictions as more information are available.

9.2 Future research objectives

One should think of Enerflow, as a dynamically evolving entity, constantly developing and changing,
with a view to improving and adapting to possible new needs. Given this dynamic nature, there is
always room for improvement. Most specifically, from a technical perspective:

e The code behind the software should be optimized, to minimize the computational load.
e Abetter linear optimization solver can be introduced, which will also mark significant changes
in the speed of computational.

Moreover, it is crucial to embed within the optimization procedure both design elements and
management rules for the energy production and storage components, towards providing a decision-
making tool instead of a simulation model per se.

Finally, the most ambitious step is the introduction of hydropower and other water-energy
components to the system, e.g. reservoirs that will serve both hydrological and energy goals. The
simultaneous management of water and energy flows introduces major complexities and is surely an
interesting path to explore.

As science marches towards the unknown the journey of knowledge knows no destination. This

research aims to be a small stone in the academic quest, opening paths for new questions and
answers.

60



References

Ali, A., A. Hassan, M. U. Keerio, et al., A novel solution to optimal power flow problems using
composite differential evolution integrating effective constrained handling techniques. Sci Rep 14,
6187, doi:10.1038/s41598-024-56590-5, 2024.

Alsac, O., and Stott, B., Optimal Load Flow with Steady-State Security, IEEE Transactions on Power
Apparatus and Systems, vol. PAS-93, no. 3, pp. 745-751, do0i:10.1109/TPAS.1974.293972, 1974

Caralis, G., K. Rados, and A. Zervos, On the market of wind with hydro-pumped storage systems in
autonomous Greek islands. Renewable and Sustainable Energy Reviews, 14(8), 2221- 2226.
doi:10.1016/j.rser.2010.02.008, 2010.

Carpentier, J. L., Optimal Power Flows: Uses, Methods and Developments, IFAC Proceedings Volumes,
18(7), 11-21, doi:10.1016/51474-6670(17)60410-5, 1985.

Carrion, M., and J. M. Arroyo, A computationally efficient mixed-integer linear formulation for the
thermal unit commitment problem, IEEE Transactions on Power Systems, 21(3), 1371-1378,
doi:10.1109/TPWRS.2006.876672, 2006.

Dai, T.,, and J. W. Labadie, River basin network model for integrated water quantity/quality
management, Journal of Water Resources Planning and Management, ASCE, 127(5), 295-305, 2001.

Delarue, E., D. Cattrysse, and W. D’ Haeseleer, Enhanced priority list unit commitment method for
power systems with a high share of renewables, Electric Power Systems Research, 105, 115-123,
doi:10.1016/j.epsr.2013.07.014, 2013.

Dommen, H.W., and Tinney, W.F, Optimal Power Flow Solutions, IEEE Transactions on Power
Apparatus and System, 1866-1876, doi:10.1109/TPAS.1968.292150, 1968.

Efstratiadis, A., D. Koutsoyiannis, and D. Xenos, Minimizing water cost in the water resource
management of Athens, Urban Water Journal, 1(1), 3-15, doi:10.1080/15730620410001732099,
2004.

Efstratiadis, A., G.-K. Sakki, and A. Zisos, Lecture notes on "Renewable Energy & Hydroelectric Works",
Department of Water Resources and Environmental Engineering — National Technical University of
Athens, June 2024.

Efstratiadis, A., G. Karavokiros, and D. Koutsoyiannis, Theoretical documentation of model for
simulating and optimising the management of water resources "Hydronomeas", Integrated
Management of Hydrosystems in Conjunction with an Advanced Information System (ODYSSEUS),
Contractor: NAMA, Report 9, 91 pages, Department of Water Resources, Hydraulic and Maritime
Engineering — National Technical University of Athens, Athens, January 2007.

Frank, S., I. Steponavice, and S. Rebennack, Optimal power flow: a bibliographic survey I. Energy Syst
3,221-258, doi:10.1007/s12667-012-0056-y, 2012.

Huneault M., and F. D. Galiana, A survey of the optimal power flow literature, IEEE Transactions on
Power Systems, 6(2), 762-770, doi:10.1109/59.76723, 1991.

61



Glavitsch, H., and R. Bacher, Optimal Power Flow Algorithms, Editor(s): C.T. Leondes, Control and
Dynamic Systems, Academic Press, 4191), 135-205, doi:10.1016/B978-0-12-012741-2.50008-7, 1991.

Graham, L. P., J. W. Labadie, I. P. G. Hutchison, and K. A. Ferguson Allocation of augmented water
supply under a priority water rights system, Water Resources Research, 22(7), 1083-1094, 1986.

Katsaprakakis, D. A., and M. Voumvoulakis, A hybrid power plant towards 100% energy autonomy for
the island of Sifnos, Greece. Perspectives created from energy cooperatives, Energy, 161, 680-698,
doi:10.1016/j.energy.2018.07.198, 2018.

Kolioukou, A., K. Dimakakos, D. Doudouni, D. Kavvalou, and V. Mazaraki, Water management plan of
Alfeios — Pineios hydrosystem, Course work, Integrated Project of Hydraulic Engineering, Department
of Water Resources and Environmental Engineering — National Technical University of Athens, Athens,
2024.

Koutsoyiannis, D., G. Karavokiros, A. Efstratiadis, N. Mamassis, A. Koukouvinos, and A. Christofides, A
decision support system for the management of the water resource system of Athens, Physics and
Chemistry of the Earth, 28(14-15), 599-609, doi:10.1016/51474-7065(03)00106-2, 2003.

Kuczera, G., Fast multireservoir multiperiod linear programming models, Water Resources Research,
25(2), 169-176, 1989.

Labadie, J., MODSIM: Technical manual river basin network model for water rights planning. Colorado
State University, Fort Collins, Colorado, 1995.

Mays, L. W., and Y. K. Tung, Systems analysis, in Water Resources Handbook, McGrawHill, New York,
1996.

Sakki, G.-K., I. Tsoukalas, and A. Efstratiadis, A reverse engineering approach across small hydropower
plants: a hidden treasure of hydrological data? Hydrological Sciences Journal, 67, 94-106.
doi:10.1080/02626667.2021.2000992, 2022.

Saleh Y. Abujarad, M.W. Mustafa, and J. J. Jamian, Recent approaches of unit commitment in the
presence of intermittent renewable energy resources: A review, Renewable and Sustainable Energy
Reviews, 70, 215-223, doi:10.1016/j.rser.2016.11.246, 2017.

Vlachogiannis, S., Multicriteria evaluation of historical reforms in electricity components across
Europe, Diploma thesis, 109 pages, Department of Water Resources and Environmental Engineering
— National Technical University of Athens, 2024.

Zafeiratou, E., and C. Spataru, Long term analysis of submarine transmission grid extensions between
the Greek islands and the mainland, 2019 International Conference on Smart Energy Systems and
Technologies (SEST), 1-6, doi:10.1109/SEST.2019.8849006, 2019.

Zisos, A., G.-K. Sakki, and A. Efstratiadis, Mixing renewable energy with pumped hydropower storage:

Design optimization under uncertainty and other challenges, Sustainability, 15(18), 13313,
doi:10.3390/su151813313, 2023.

62



