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1. Abstract 4. The Monte Carlo simulation scheme /. Slope vs. autocorrelation 10. The “Claw effect” and the “Funnel effect
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2. Motivation 11. The “Claw etfect” in large samples
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3. Trends vs. stationarity 12. Conclusions
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