OPINION

Evaluating climate model outputs for hydrological applications

R. L. Wilby
Centre for Hydrological and Ecosystem Science, Loughborough University, Loughborough, LE11 3TU, UK
r.l.wilby@lboro.ac.uk

Open for discussion until 1 April 2011


How useful are climate models for long-term water management and adaptation planning? Or put another way: as hydrologists, what features would we like to see represented well in regional climate simulations? These questions are exercising both scientific and policy-making communities as the prospect of unavoidable climate change grows with each failed attempt to set international targets for greenhouse gas emissions. They also expose a more profound conceptual divide between those advocating a scenario-led approach to adaptation, and those who have concluded that scenarios are better used for sensitivity testing and adaptation options appraisal (Wilby & Dessai, 2010). This note addresses both applications of climate models: first, by offering criteria that may help evaluate climate model skill from a water management perspective; second, by closing with remarks about the utility of scenario-led approaches for adaptation in practice.

Hydrological processes operate across at least nine orders of magnitude in both space and time (Blöschl & Sivapalan, 1995). Attendant management scales are equally diverse: spanning minutes for real-time flood protection through to multiple decades for water provision. Therefore, it is unlikely that any single review of climate model outputs will be sufficiently broad to cover all scales of hydrological interest. We should also keep in mind that the original intent of coupled ocean/atmosphere general circulation models (OA/GCMs) was to assess the global consequences of different emission pathways and, only relatively recently, how we might adapt at regional and local scales (Schiermeier, 2007). Downscaling techniques are one manifestation of wider efforts to bridge these discordant scales under the general mantra of climate risk information at the scale required for decision making (see for example, Fowler et al., 2007).

With the above points in mind, five principles are recommended for those selecting climate models for hydrological applications:

1. **Quantify the uncertainty in the observed data used for model evaluation.** In any comparison study there should always be healthy scepticism about the quality and homogeneity of the observed data used to gauge model performance. It is well known that incremental or step changes in meteorological records can arise from changes in site, instrumentation, observing or recording practices, site characteristics, or sampling regime (Kundzewicz & Robson, 2004). Observing networks may be spatially biased towards lower-elevation, urban or coastal locations. Discharge records may be influenced by non-climatic factors including changes in land cover and management, urbanization, river regulation, water abstraction and effluent returns, or flood-flows by-passing gauging structures. Trends found in shorter series may cease to be significant when the influence of outliers (at the start or the end of the record), or multi-decadal variability have been taken into account. Ideally, confidence intervals should be provided for all observations to reflect the time- and space-varying density, completeness and homogeneity of data used for benchmarking models.

2. **Compare like with like.** Climate model output is most readily available at monthly time scales and at spatial resolutions of 25 to 300 km for selected...
levels in the atmosphere. Where daily quantities are employed, beware that some earlier GCMs have 360 days in a notional “year”. This means that we must be realistic about our expectations of the model and use observations that have been aggregated to comparable scales (e.g. New et al., 2002). Clearly, the GCM is incapable of replicating sub-grid-scale processes involving clouds, complex topography, land-water or surface cover boundary effects. For example, the smoothed orography of GCMs cannot produce known variations in lapse rates, or local snow–ice feedbacks for sites near the 0°C isotherm (Pepin & Lundquist, 2008). Therefore, it makes little sense to compare gridded climate model output directly with point measurements of rainfall and temperature without some form of area-reduction (e.g. Fowler et al., 2005), scaling (e.g. Osborn & Hulme, 1997), or bias-correction (e.g. Schmidli et al., 2006). There should also be an upper limit to the domain size used for aggregation. For instance, 20th century seasonal and annual precipitation totals for North America as a whole would merge quite divergent trends over the southwest (drying) and northeast (wetter) (Trenberth et al., 2007). In this case, correlation patterns between observed and modelled precipitation change would help to identify regions with greatest and least skill.

3. Select indicators of performance relevant to intended hydrological applications. The most pressing climate information needs in water and agriculture sectors are for high-frequency weather (extremes) and lower-frequency climate (variability) over years to decades (WMO, 2010). As noted above, GCMs will be constrained in their ability to represent realistic weather phenomena until global simulations can be performed sub-hourly, at spatial resolution of a few kilometres. In the meantime, it is more sensible to compare observations with downscaled weather extremes than raw GCM output (e.g. Haylock et al., 2006). However, there is scope to evaluate model skill at simulating observed multi-scale variability using metrics that are relevant to hydrological assessments (Barbosa et al., 2009; Johnson & Sharma, 2009). For example, climate model experiments with observed natural forcing can reproduce the abrupt decline in precipitation across the Sahel since the 1970s (Held et al., 2005), but have been less skillful at mimicking known teleconnections between Pacific sea-surface temperature anomalies and the South Asian monsoon (Annamalai et al., 2007). Above all, it is important to assess model skill using multiple diagnostics because inter-comparison projects show that no single model consistently outperforms all others (Gleckler et al., 2008). This further underlines the need to evaluate large ensembles of GCMs as there is always a danger that a small sample of models will not be representative. Greater insight is also gained when the physical basis for any discrepancies is analysed, such as the recognized over-sensitivity of modelled precipitation to variation in humidity (Wilby & Wigley, 2000).

4. Evaluate climate models relative to other components of hydrological uncertainty. Climate model outputs are known to vary with the conditions used to initialize each experiment, with different parameterizations for sub-grid processes, and due to internally generated multi-decadal variability. Increasingly, these factors are being analysed via large-ensemble GCM-modelling efforts such as ClimatePrediction.net (Stainforth et al., 2005) and UKCP09 (Murphy et al., 2009), thereby offering probabilistic climate projections for regional water planning. Although understanding of downscaling uncertainty has improved thanks to projects such as ENSEMBLES, PRUDENCE and STARDEX, relatively little is known about the significance of impact model uncertainty. This means that the overall uncertainty is underestimated and biased towards climatic elements. Calls for the research community to populate so-called “hyper-matrices” with results from different permutations of forcing scenario, climate model, initial conditions, downscaling and region appear to overlook impact model uncertainty (Giorgi et al., 2008). However, for the next few decades hydrological model uncertainty will be a larger source of overall uncertainty than the emissions pathway (Wilby & Harris, 2006). Therefore, if we are serious about characterizing the range of uncertainty in future hydrological projections, we need to look beyond evaluating climate models alone.

5. Test combined climate, downscaling and hydrological model skill using near-term applications. Many model evaluations are predicated on the grounds that evidence of skill for the present climate translates into higher confidence about future climate and associated impacts – but this is by no means guaranteed (Knutti, 2008). As noted before, such experiments are more informative when some
physical insight into model behaviour is gained. Returning to the point about choosing impact-relevant diagnostics of model performance, low skill in simulating high-intensity precipitation events need not preclude the use of the same model if it produces realistic sequences of multi-seasonal drought. Real-time and seasonal forecasting with coupled atmosphere–catchment models offer useful analogues of climate change scenarios with the advantage of testing under near-term conditions. For example, Wood et al. (2002) used a quantile-quantile method to downscale coarse-resolution seasonal forecasts into basin-scale information for operational river flow outlooks, whilst Leung & Qian (2009) examined the influence of atmospheric rivers and land surface conditions on heavy precipitation and flooding in the western USA. Hence, even when climate model and derived outputs compare unfavourably with observations, useful information might still be gained about the causes of the discrepancy, thereby stimulating further research and development.

Even if we could build perfect climate models, uncertainty about future economic and demographic pathways, natural forcings by solar and volcanic activity, and a host of non-climatic pressures, mean that regional hydrological projections would still be highly uncertain. In other words, characterizing uncertainty through concerted scientific action may be a tractable proposition, but there appears to be no immediate prospect of reducing uncertainty in the risk information supplied to decision makers. There is now widespread acceptance that the assumptions of stationary conditions that have underpinned past flood, water and conservation management are no longer helpful (Milly et al., 2008). However, the tendency to adopt a “predict and provide” strategy still prevails in the shape of scenario-led adaptation planning. It remains to be seen whether theoretical advances in probabilistic projections and downscaling really can shape practical adaptation responses.

Such views are leading some to conclude that “top down” frameworks might not facilitate the most effective use of climate model outputs for adaptation planning (Dessai et al., 2005). A few studies have experimented with sensitivity testing and adaptation options appraisal for flood risk, water quality and resource management. In some cases, climate risk information is used to bracket the range of changes for sensitivity testing. For example, Prudhomme et al. (2010) developed a method for testing the effectiveness of UK Government safety margins for flood protection under a wide range of climate change scenarios. Others have investigated future water security and water quality by benchmarking different adaptation options against business-as-usual outcomes (e.g. Whitehead et al., 2006; Lopez et al., 2009). The novel feature of these studies is that they move away from thinking that there is a single optimum solution towards designing adaptation pathways that are robust despite the uncertain outlook. This does not obviate the need for reliable climate models, but it does shift the emphasis onto considering first what is socially, economically and technically feasible. Paradoxically, the better we characterize the breadth of uncertainty in future regional climates, the less we are likely to depend on this information in a deterministic sense.
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